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ABSTRACT

The distributed network has been considered the future’s wireless networking. A key challenge to implementing a distributed network is time synchronization of nodes in a network in a noisy environment. A few parallel synchronization schemes have been proposed. But when the data rate is high, the performances of these algorithms are degraded because of timing error noise. Thus thesis deals with the problem of timing error noise using the Kalman filter, which is highly effective for additive white Gaussian noise (AWGN) but also restrains other kinds of noise, although not as effectively as for AWGN. By means of the Kalman filter, the effect of timing error noise can be reduced. Simulation results provide the effectiveness of the algorithm used.
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CHAPTER 1
INTRODUCTION

1.1 Motivation

Distributed wireless networks are some of the most promising wireless networks for the future, especially compared to conventional networks. The reason that distributed wireless networks are so promising is that they meet most of the necessities of a user because it has a high mobility for the users. Furthermore, there is no need for maintaining a base station, which will reduce the cost, reduce the power consumption, and allow for a higher data rate. A data rate of 1 gigabit per second (Gbps) can be achieved using distributed wireless networks, but to achieve 1 Gbps [1] in conventional networks, the mobile device should encompass more power. However, some of the research in the field of wireless communication has proven that distributed networks are capable of achieving a data rate of 1 Gbps with modest power [2]. One more advantage of distributed wireless networks is that they are easy to deploy in the case of natural disasters and war emergencies.

In current centralized networks, both the user’s device and the base station are synchronized in order to allow networks to accurately function, but distributed wireless networks are decentralized, which means there are no base stations to monitor each user. Instead, every user is independent. Research concerning distributed networks assumes each and every user is absolutely synchronized with each other. The performances of the distributed wireless networks are degraded drastically if the users are not synchronized properly. Even though time synchronization in conventional networks is accomplished by exchanging timing stamps via packets, requirements such as power consumption, energy efficiency, high data rate, complex computation, and scalability are not achieved as anticipated.
Future wireless communications systems (e.g., fifth generation [5G] systems) will be able to achieve a data rate of more than 1 Gbps, which is considerably greater than that of emerging 4G systems. Potential, but theoretical, candidates for these future wireless communication systems include massive multiple-input multiple-output (MIMO) systems [3] - [11], interference alignment [12] - [18], network coding [19] - [23], lattice coding [24] - [26], two-way relay networks [27] - [28], polar codes [29] - [30], and so on. However, these candidates have assumed perfect synchronization among multiple mobile distributed nodes and have neglected the synchronization issue. This is probably because the analysts and researchers are familiar with a centralized global positioning system (GPS)-based synchronization and have assumed that distributed multiple-node synchronization is feasible in a centralized synchronization way.

This thesis does not consider a master-slave type plan or a centralized network synchronization scheme, but rather a mutual synchronization among distributed nodes in the network is considered. This is because centralized networks they typically require the assistance of a GPS and feedback from receiver nodes, which are complicated; however, a node can move dynamically and can be located at any place where there is no GPS. In other words, it is desirable to achieve and maintain synchronization among distributed nodes by employing a decentralized synchronization scheme under a no-GPS environment.

In this project, a node can represent a sensor, a relay, a mobile station (MS), or a base station (BS), all of which have the capabilities of transmitter and receiver processing. Distributed synchronization means there is a simple decentralized synchronization process at an individual node, which has the ability to acquire and track a common global clock time, among multiple nodes, where each node is not necessarily collocated. A mobile wireless network means that each node can be mobile, and because of that, the network geometry can keep changing but is still
connected through dynamic wireless communications. Some of the nodes can be closely placed, while others can be located farther away in geometry. A cluster is a sub-network consisting of multiple nodes located close to each other.

The algorithm proposed by Simeone and Spagnolini [31] for decentralized time synchronizations for wireless sensors using discrete time oscillators is admirable. However, when the effect of timing error noise increases, accuracy in synchronization decreases. The main goal here is to reduce the effect of timing error noise in the time synchronization process. To reduce the effect of this noise, the Kalman filter, also called linear quadratic estimation is used. The synchronization algorithm with the Kalman filter may be a good alternative for distributed coupled discrete-time oscillators in noisy environments. This algorithm is also a good substitute for the conventional time synchronization process using timing stamps in packets.

1.2 Background Literature on Synchronization

The majority of synchronization studies in the literature have focused on point-to-point synchronization for a single-transmitter and single-receiver system. Lindsey et al. have addressed multipoint-to-multipoint synchronization for a distributed multiple node network in [32]. The proposed algorithm by Simeone and Spagnolini [31] will fail even with the small power of timing error noise. Time synchronization in distributed networks with decode-and-forward (DF) relays have been discussed [33], [34], and time synchronization errors in cooperative networks have been reported [35]-[37]. Furthermore, their synchronization acquisition time increases as the number of nodes in the network increases, which is undesirable.

This project also employed a discrete-time consensus-based approach [31] but has proposed unique decentralized network synchronization methods that can be effective when the timing error noise level is high.
1.3 Objective

The objective of this project was to propose a physical-layer distributed mobile network time synchronization scheme that reduces the effect of timing error noise on the timing synchronization process using the Kalman filter with a discrete time oscillator, and to analyze the efficiency of the proposed scheme with varying measurement noise power levels.

1.4 Main Idea behind Thesis

To overcome one of the main issues in distributed wireless networks, which is the time synchronization between nodes present in the network, the proposed algorithm in the work of Simeone and Spagnolini [31] is examined through a simulation of the algorithm in a noisy environment. As a result, it was observed that the algorithm can completely fail. The purpose of this thesis is to propose a new scheme that uses the Kalman filter to reduce the noise effect on the time synchronization process.

1.5 Main Contribution of Thesis

- Examination of the algorithm proposed in the work of Simeone and Spagnolini [31] in a noisy environment with different noise power levels.
- Proposal of an algorithm that uses the Kalman filter to suppress the noise that affects the time synchronization process.
- Comparison of the proposed algorithm using the Kalman filter and the algorithm proposed in the work of Simeone and Spagnolini [31].

1.6 Outline of Thesis

The remainder of this thesis is organized as follows: Chapter 2 describes the system model; Chapter 3 describes the synchronization algorithm given by Simeone and Spagnolini [31]; Chapter 4 describes a practical implementation of a distributed coupled discrete time
oscillator; Chapter 5 describes the cause of measurement noise and its effects on timing synchronization process; Chapter 6 provides a brief introduction to the Kalman filter, its effect on noise, implementation, and functioning of the Kalman filter on the proposed system; Chapter 7 provides simulation results, and Chapter 8 concludes the thesis.
CHAPTER 2
SYSTEM MODEL

Let $K$ be the number of nodes in the network. Consider two nodes in the network, $i$ and $k$, which are separated from each other by a distance $d_{ki}(n)$, where $d_{ki}(n) = d_{ik}(n)$. The $kth$ node has a discrete time clock with period $T_k$. The timing phase of the $kth$ clock at the $nth$ period is $\tau_k(n)$. Figure 1 shows the signal radiated by the nodes [31].

Assume that all the nodes are isolated, and as a result the $kth$ clock evolves as

$$t_k(n) = nT_k + \tau_k(n) \quad (1)$$

where $0 \leq \tau_k(n) < T_k$, an initial $\tau_k(0)$ is an arbitrary phase, and $n = 1, 2 \ldots$ runs over the periods of the timing signal.

If all the $K$ clocks are synchronized, then two conditions will be met

- Frequency Synchronization:
  $$t_k(n + 1) - t_k(n) = T \quad (2)$$

- Phase Synchronization:
  $$t_1(n) = t_2(n) = \cdots = t_K(n) \text{ for } n \to \infty \quad (3)$$

The clocks of all nodes are coupled in order to attain synchronization among them. All nodes in the network receive pulse $t_k(n)$ transmitted by the $kth$ node through a flat fading channel, as shown in Figure 1. Suppose that all nodes in the network transmit with the same power. For instance, the power received by the $ith$ node from the $kth$ node is given by
\[ P_{ki}(n) = \frac{c}{d_{ki}(n)} \cdot F_{ki}(n) \] (4)

where \( d_{ki}(n) \) is the distance between node \( i \) and node \( k \) at the \( nth \) period, \( F_{ki}(n) \) is the random variable accounting for the fading power process, and \( \gamma \) is the path loss exponent (\( \gamma = 2–4 \)). The fading channel is reciprocal, and the power between nodes \( t \) and \( k \) will be equal, i.e., \( F_{kt}(n) = F_{ik}(n) \) and \( P_{kt}(n) = P_{ki}(n) \). For \( i \neq k \), the same carrier frequency is used for all transmissions. \( C \) is an appropriate constant that depends on the transmitted power and is equal for all nodes.
CHAPTER 3
EXISTING TIME SYNCHRONIZATION ALGORITHM

In this section, the algorithm is the work of Simeone and Spagnolini [31]. Assume that for the $kth$ node to be synchronized with other nodes in the network, it should update its clock solely based on the received signal by means of which the node should be able to calculate the timing difference and power of the received signal from other nodes. To update its clock, a node should calculate the weighted sum of timing difference $\Delta t_k$ using equation (5). Say the $kth$ node is receiving signals from $K - 1$ nodes, then

$$\Delta t_k(n + 1) = \sum_{i=1, i \neq k}^{K} \alpha_{kl}(n)(t_i(n) - t_k(n))$$ (5)

The $kth$ node should have the knowledge of the timing difference between itself and each node in the network, i.e., $t_i(n) - t_k(n), i \neq k$. Also, the $kth$ node should have the knowledge of the powers $P_{kl}(n)$ received from the rest of the nodes in the network to calculate the weighting coefficient $\alpha_{kl}$ using equation (6).

$$\alpha_{kl}(n) = \frac{P_{kl}(n)}{\sum_{j=1, j \neq i}^{K} P_{kj}(n)}$$ (6)

The weighting coefficient, i.e., $\alpha_{kl}(n)$ is selected according to two conditions as shown in equations (7) and (8). The selection of the weighting coefficients in (6) is inspired by the algorithms proposed in the work of Tong and Akaiwa [38] and Sourour and Nakagawa [39].

$$\sum_{i=1, i \neq k}^{K} \alpha_{kl}(n) = 1$$ (7)

$$\alpha_{kl}(n) \geq 0$$ (8)

Since the $kth$ node possesses the calculated value of the weighted sum of the timing difference $\Delta t_k(n + 1)$, the $kth$ node will update its clock using (9).
\[ t_k(n + 1) = t_k(n) + \varepsilon \cdot \Delta t_k(n + 1) + T_k \]  \hspace{1cm} (9)

This design is more useful because the algorithm is robust against measurement errors over the fading channels since unreliable channels (low power) should be weighted less when updating the clock. In the work of Mohammed and Larsson (5), it is assumed that propagation delays are very small when compared to the time resolution and thus can rule out the propagation delay. A method to handle propagation delays is described by Tong and Akaiwa [38]. As a final remark made by Simeone and Spagnolini [31], it can be seen that the dynamic system shown in equation (9) updates the clock \( t_k(n + 1) \) as a convex combination of the time \( \{t_i(n)\}_{i=1}^{K} \) [40].
For practical implementation of the scheme proposed, the ideal assumptions, such as the arrival times from the other nodes as discussed in Chapter 3, cannot be considered: each node is able to measure the timing difference and power of signal solely based on the received signal. Instead, a band-limited noisy channel is considered, say the signal $g(t)$ transmitted by the $kth$ node, which is a band-limited wave form and a square root raised cosine pulse centered at times $t_k(n)$ with the symbol period $1/F_s$, and it defines the timing resolution of the system. But the algorithm is based on the instantaneous received power as done in the work of Simeone and Spagnolini [31]. For this reason, the algorithm can be functional for both time-invariant and time-variant systems.

The received signal is observed by the node on an interval of duration $T_k$ around the current timing instant $t_k(n)$ because each node is assumed to function in a half-duplex mode, which means that the node can either transmit or receive at once but not both together. As a result of the half-duplex constraints and the finite switching times between the transmitting and receiving modes, each sensor is not able to measure the received signal in an interval of size $\theta$ around the firing instant $t_k(n)$. The observation window reads $t \in \left( t_k(n) - \frac{T_k}{2}, t_k(n) - \theta \right) \cup \left( t_k(n) + \theta, t_k(n) + \frac{T_k}{2} \right)$.

How the proposed scheme works is similar to the way that discrete time phase-locked loops function, which can be seen in Figure 2. As can be seen, the feedback loop uses the previous timing to regulate the present time of the node with respect to the weighted sum of the timing difference $\Delta t_k(n + 1)$ in the timing update equation, as shown in equation (9).
Later, at the receiver baseband, filtering is performed to match with the transmitted waveform. At some multiple $L$ of the symbol frequency $F_s$, i.e., $LF_s$ with $L \geq 1$, samples of the received signal are taken. In the $n$th observation window, samples are received at the receiver on the basis of $N = LF_s T$; the $k$th node computes the update using equation (9). In this case, a first-order loop is employed, and the second-order loop can also be considered. Since the ideal assumptions are not taken into consideration, the $k$th node does not encompass the knowledge of the timing difference and power, and as a result, the node is not capable of calculating the weighted sum of the timing difference $\Delta t_k(n + 1)$ using equation (5). After the process of sampling and filtering at the receiver end, the $k$th node reads the signal received at the $n$th period as (sampling index $m$ ranges within $-\frac{N}{2} < m \leq \frac{N}{2}$ with $m = 0$ corresponding to the firing time $t_k(n)$ of the $k$th node):

$$y_k(n, m) = \sum_{i=1, i \neq k}^{k} \sqrt{E_{i(k)}} \cdot \beta_{ki} \cdot g\left(\frac{m}{LF_s} - (t_i(n) - t_k(n))\right) + w(n, m) \quad (10)$$

where the average energy per symbol reads

$$E_{ki} = \frac{c}{d_{ki}(n)} \cdot G_{ki}(n) \quad (11)$$

$w(n, m)$ is the additive white Gaussian noise (AWGN) with zero mean and power $N_0$, and $\beta_{ki}$ denotes the fading coefficient. As explained previously, due to the half-duplex constraint of the node and the switching time between the receiving and transmitting modes of node $k$, the sample in the interval $-\Delta LF_s \leq m \leq \Delta LF_s$ is not calculated (i.e., near zero) [31]. A simple estimate of

\[Figure 2. \text{ Block diagram of practical implementation of distributed synchronization scheme [31].} \]
\[ \Delta t_k(n + 1) \text{ as the one in the work of Simeone and Spagnolini [31] can then be obtained as} \]

\[ \Delta t_k(n + 1) = \sum_{m \in g} \bar{\alpha}_{km} \cdot \frac{m}{LF_s} \quad (12) \]

where

\[ \bar{\alpha}_{km} = \frac{|y_k(n, m)|}{\sum_{i \in g} |y_i(n, l)|} \quad (13) \]

The timing update is given by the previous equation (9) as

\[ t_k(n + 1) = t_k(n) + \varepsilon \cdot \Delta t_k(n + 1) + T_k \]

Here, we do not need the exact information of \( t_i(n) - t_k(n) \) and power \( p_{kl} \), but we can use the distributed consensus control scheme for the time synchronization. Every node shares its outputs with the other nodes through which the consensus is achieved [31].
CHAPTER 5
TIMING ERROR NOISE

Assume that the $k$th node receives the signal $y_k(n,m)$ and, while calculating $\Delta t_k(n+1)$, reads $m^*$ instead of $m$, as shown in Figure 3. This results in timing error noise, which is assumed to be additive white Gaussian noise $V_k \sim (0, R)$.

![Figure 3. Difference between $m^*$ and $m$, cause of measurement noise.](image)

The interpretation of $m^*$ instead of $m$ may be attributable to the over sampling $N = L F_s T$ in order to achieve a high data rate. The sampling index $m$ has normal ranges within $-N/2 < m \leq N/2$, with $m = 0$, which corresponds to the firing time $t_k(n)$ of the $k$th node and $N = L F_s T$. As a consequence, the timing update of equation (9), which depends on the $\Delta t_k(n+1)$, is affected by this noise $V_k \sim (0, R)$ and results in a change of the timing update equation as

$$t_k(n+1) = t_k(n) + (\varepsilon \cdot \Delta t_k(n+1) + V_k) + T_k$$

(14)

A simple block diagram for this equation is shown in Figure 4.
\[ t_k(n+1) = t_k(n) + \varepsilon \cdot \Delta t_k(n+1) + T_k \]

Figure 4. Block diagram showing addition of noise \( V_k \).
CHAPTER 6

KALMAN FILTER AND ITS EFFECT ON NOISE

6.1 Kalman Filter Algorithm

The Kalman filter is an algorithm that estimates the system’s state using the measurements with noise and other inaccuracies to estimate the state of the system more precisely. To make an estimate using the Kalman filter, a system model should be processed according to the Kalman filter framework and should have knowledge about the state-transition model \(A\), the observation model \(H\), the power of the process noise \(Q_k\) which is \(Z\), and the power of the measurement noise \(V_k\) which is \(R\). The present state of the system is evolved from the previous state of the system. Table 1 shows the dimensions of the matrix of different variables in the Kalman filter algorithm, with slight variation in notation of variables. \(N\) is the number of states, and \(M\) is the number of measurement variables [41].

<table>
<thead>
<tr>
<th>Variable Notation</th>
<th>Matrix Dimension</th>
<th>Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\hat{x}(n))</td>
<td>(N \times 1)</td>
<td>State estimate</td>
</tr>
<tr>
<td>(\hat{x}(n)^-)</td>
<td>(N \times 1)</td>
<td>State estimate prior to the new measurement</td>
</tr>
<tr>
<td>(P(n)^-)</td>
<td>(N \times N)</td>
<td>Covariance matrix of the error in the state measurement. The (-) prefix signifies that this value is considered prior to the new measurement.</td>
</tr>
<tr>
<td>(G(n))</td>
<td>(N \times M)</td>
<td>Kalman gain matrix</td>
</tr>
<tr>
<td>(H)</td>
<td>(1 \times N)</td>
<td>Observation model</td>
</tr>
<tr>
<td>(Z(n))</td>
<td>(N \times N)</td>
<td>Process noise power</td>
</tr>
<tr>
<td>(A)</td>
<td>(N \times N)</td>
<td>State transitions matrix</td>
</tr>
<tr>
<td>(R(n))</td>
<td>(M \times 1)</td>
<td>Measurement noise power</td>
</tr>
</tbody>
</table>
Consider a system with some process noise $Q(n) \sim (0, Z)$, where $Z$ is power of the process noise with zero mean, along with measurement noise $V(n) \sim (0, R)$, where $R$ is power of the measurement noise. The system model will be written as

\[
x(n + 1) = A \cdot x(n) + Q(n)
\]

\[
y(n) = H \cdot x(n) + V(n)
\]

The algorithm has two stages: prediction and measurement update. In the measurement update stage, by assuming initial uncertainty $P(0)^{-} = R$ and initial state $x(0)^{-}$, the first step of the Kalman filter algorithm can be initiated, which is calculating the Kalman gain $G(n)$ as

\[
G(n) = P(n)^{-} \cdot H^T \cdot (H \cdot P(n)^{-} \cdot H^T + R)^{-1}
\]

Next, the state estimate is updated as

\[
\hat{x}(n)^{+} = \hat{x}(n)^{-} + G(n) \cdot (y(n) - H \cdot \hat{x}(n)^{-})
\]

Next, the error covariance matrix is calculated as

\[
P(n)^{+} = (I - G(n) \cdot H) \cdot P(n)^{-}
\]

Next, using the transition matrix, the state is projected as

\[
\hat{x}(n + 1)^{-} = A \cdot \hat{x}(n)^{+}
\]

Error covariance is projected as

\[
P(n + 1)^{-} = A \cdot P(n)^{+} \cdot A^T + Z
\]

By repeating these steps, the Kalman filter algorithm will be able to reduce the noise effect on the system, and hopefully the system will attain the steady state.

6.2 Implementation of Kalman Filter to Reduce Effects of Noise on Time Synchronization Algorithm

The actual main source that produces the noise $V_k$ was discussed in the previous chapter. In this chapter, how to reduce or suppress the effects of this noise on timing synchronization process will be discussed, and for this purpose, the most effective filter for the
additive white Gaussian noise, i.e., a Kalman filter, was chosen, since it is assumed that the noise \( V_k \) is Gaussian. The Kalman filter restrains the effect of all kind of noises, but it is not as efficient on AWGN.

For the proposed system in the work of Simeone and Spagnolini [31] with the measurement noise shown in Figure 4, the Kalman filter can be implemented, as shown in Figure 5. One of the interesting things about the Kalman filter is that it is a replica of the system that can be observed in order to reduce the noise effect on the system, as shown in Figure 5. This is not an actual physical system but rather a virtual system that was designed in this thesis to perform a Kalman filter algorithm according to the scheme proposed in the work of Simeone and Spagnolini [31].

![Figure 5. Block diagram of working Kalman filter used in proposed algorithm.](image)

Because the dimension of the state variable is 1, the Kalman filter becomes scalar, but not vice versa. This implies that the state transition model is \( A = 1 \), the observation model is \( H = 1 \), and, because the process noise \( Q(n) \) is not considered, the power of this noise \( Z = 0 \).

Therefore, the Kalman filter procedure for the system proposed in this paper is as explained in the measurement update stage: the Kalman filter algorithm calculates the Kalman
gain $G(n)$ using equation (18). Assuming initial covariance or initial uncertainty, i.e., $P_k(0)^-=R$, where $R$ is the power of measurement noise and observation model $H_k=1$, equation (17) will be modified as

$$G(n) = P_k(n)^- \cdot (P_k(n)^- + R)^{-1}$$  \hspace{1cm} \text{(22)}

Updating the state estimate $\hat{\mathbf{x}}_k(n+1)^+$ of the proposed algorithm using equations (9) and (18), this can be written as

$$\hat{\mathbf{x}}_k(n+1)^+ = \hat{\mathbf{x}}_k(n)^- + \mathbf{K}(n) \cdot (\mathbf{y}_n - \mathbf{H} \cdot \hat{\mathbf{x}}_k(n)^-)$$  \hspace{1cm} \text{(23)}

And updating the covariance using equation (20), since $H_k=1$, equation (19) will be modified as

$$P_k(n)^+ = (1 - G(n)) \cdot P_k(n)^- \hspace{1cm} \text{(24)}$$

In the next stage, or prediction stage, $A=1$ is a transition value and $Z=0$ is the power of process noise. This stage, which has two steps is not required in the case here, i.e., the predicted covariance estimate as shown in equation (25) and the prediction prior to the state estimate as shown in equation (26), respectively, are not necessary:

$$P_k(n+1)^-=A \cdot P_k(n)^+ \cdot A^T + Z \hspace{1cm} \text{(25)}$$

$$\hat{\mathbf{x}}_k(n+1)^-=A \cdot \hat{\mathbf{x}}_k(n)^+ \hspace{1cm} \text{(26)}$$

As a result of the transition value and power of the process noise, the predicted covariance estimate will be the same as the updated covariance, and the predicted prior state estimate will be the same as the updated state as shown in equations (27) and (28) respectively.

$$P_k(n+1)^-=P_k(n)^+ \hspace{1cm} \text{(27)}$$

$$\hat{\mathbf{x}}_k(n+1)^-=\hat{\mathbf{x}}_k(n)^+ \hspace{1cm} \text{(28)}$$

Notice that a discrete time Kalman filter is considered. If the predicted covariance estimate has no values equal to those of the updated covariance, and the predicted prior state
estimate is not equal to the update state, then it is necessary to take the average, as shown in equation (29), to obtain the state update more precisely.

$$\hat{t}_k(n + 1) = \frac{\hat{t}_k(n + 1)^- + \hat{t}_k(n + 1)^+}{2}$$

(29)

The steps shown in equations (23), (24), and (25) are repeated to eliminate the measurement noise effect from $V_k$ on the timing vector. After some period of time $n$, the Kalman filter reduces the noise $V_k$ effect on the timing vector $\hat{t}_k(n + 1)$. 
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CHAPTER 7
SIMULATION RESULT

Considering the same example given in the work of Simeone and Spagnolini [31] in which the channel is AWGN, a rectangular network topology having four nodes, as shown in Figure 6, was used for simulation. Consider an equal clock period $T_k = T = 1$, assuming that $K = 4$ nodes, that every node transmits with the same power, and that the $SNR = \frac{E_{12}}{N_0} = 15dB$. Other parameters are $\varepsilon = 0.9, \frac{D}{d} = 2, 1/F_s = 0.01$, the waveform $g(t)$ is a raised cosine filter with roll-off $\delta = 0.2$, and the switching time is set to $\theta = 1/F_s$.

![Figure 6. Rectangular topology with four nodes.](image)

The standard deviation of the timing vector $t_k(n)$ was calculated, and plot iterations $n$ versus the standard deviation of timing vector $\xi(n)$ with and without averaging with respect to channel noise and measurement noise are shown in Figures 7 to 10.

Figure 7 shows the standard deviation of the timing vector versus the iteration index $n$ with no averaging and no Kalman filter under the measurement noise. Observe that the distributed network synchronization algorithm in the work of Simeone and Spagnolini [31] fails
completely, even when a small measurement noise of negative (-)10 dB is applied where signal power is normalized to unit, i.e., 0 dB. However, Figure 8 shows that when the Kalman filter is applied, the synchronization algorithm is successful, regardless of the noise power. The algorithm is working well, even if the noise power is 50 dB.

Figure 7. Standard deviation of timing vector $\xi(n)$ for synchronization algorithm without averaging with respect to channel noise and measurement noise. No Kalman filter was employed.

Figure 8. Standard deviation of timing vector $\xi(n)$ for synchronization algorithm without averaging with respect to channel noise and measurement noise. Kalman filter was employed.
Similarly, even if the averages are taken, Figures 9 and 10 show that the Kalman filter can make the distributed synchronization work successfully, regardless of the measurement noise power, whereas synchronization fails without the Kalman filter.

Figure 9. Standard deviation of timing vector $\xi(n)$ for synchronization algorithm with averaging with respect to channel noise and measurement noise. No Kalman filter was employed.

Figure 10. Standard deviation of timing vector $\xi(n)$ for synchronization algorithm without averaging with respect to channel noise and measurement noise. Kalman filter was employed.
CHAPTER 8

CONCLUSION

This paper considered the distributed consensus-based timing synchronization algorithm in the work of Simeone and Spagnolini [31] and showed that this algorithm can fail completely even under mild measurement noise. This paper also proposed to use the Kalman filter to suppress the negative effects of the measurement noise and demonstrated that the synchronization algorithm with the Kalman filter can be effective, regardless of measurement noise power, even 50 dB.
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