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ABSTRACT 

This research tested the Privacy Paradox for smart home devices. Ninety-one 

participants completed a survey to record their self-reported (i.e., anticipated) data 

disclosure and a behavioral task to observe their actual data disclosure behaviors. In 

the self-report task, participants were presented a series of disclosure scenarios and 

indicated whether they would disclose their personal information in that context. In the 

behavioral task, participants interacted with a functional prototype by completing a 

series of tasks typical of a smart home. The Privacy Calculus model was tested as an 

explanatory model of the Privacy Paradox within the context of IoT devices. Use case 

value, perceived risk of disclosure, privacy concerns, and trust in the smart home device 

were hypothesized predictors of self-reported and behavioral data disclosure.  

The observed weak relationship between self-reported and behavioral disclosure 

provided evidence for the Privacy Paradox. Use case value, privacy concerns, and trust 

reliably predicted self-reported disclosure, while use case value and perceived risk of 

disclosure reliably predicted disclosure behaviors. Findings show that when it comes to 

smart homes, people’s disclosure behaviors do not match their self-reported disclosure 

and that use case value, perceived risk, privacy concerns, and trust serve as predictors 

to the Privacy Paradox. 
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CHAPTER 1 

INTRODUCTION 

Today’s technology is becoming increasingly connected to the internet and other 

devices, a concept of innovation known as the Internet of Things (IoT). The IoT 

integrates the physical and virtual world through the use of embedded hardware 

sensors and the Internet. Essentially, anyone can use the Internet to connect to any 

device from anywhere (Khan et al., 2012). This is made possible through the continual 

gathering, sending, and receiving of information from both the device’s sensors and the 

user themselves (Atzori et al., 2010). IoT technology involves three layers: the device, 

which includes hardware, software, and sensors; connectivity, which is how the physical 

device communicates with the Internet; and the cloud, where data is stored and 

processed (Wortman & Fluchter, 2015). 

The IoT has an assortment of real-world applications to assist users with their 

everyday lives. These applications can be found in the form of wearables, remote 

appliance monitoring, smart phones, and smart home assistants (Wortman & Fluchter, 

2015). The last device will be the focus of this dissertation. Smart home assistants, in 

particular, have been developed by many big tech companies (e.g., Google Assistant, 

Amazon Alexa, iOS Siri, and Microsoft Cortana) and are increasingly being adopted by 

consumers. It is predicted that by the end of 2023, smart home assistants will become a 

$8 billion market (Smith, 2018).  

Users primarily interact with smart home assistants by giving verbal commands, 

typically in a task-oriented Q&A format (Cowan et al., 2017). From these verbal 

interactions, the device can aid users throughout tasks of their everyday lives. That  
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assistance is made possible from the use of location data and other contextual 

information (Jennings, 2000; Hauswald et al., 2015). The Google Nest devices, for 

example, allow users to stream media (e.g., music, news), control their homes (e.g., 

adjust lighting or thermostat), plan their day (e.g., check traffic, weather, calendar), 

perform tasks (e.g., create shopping lists, set reminders), communicate with others 

(e.g., audio and video calls), and get answers to their questions (e.g., report facts and 

information, perform calculations, translate words across languages). For these features 

to work, an extensive amount of data about the user must be collected. This poses a 

challenge to user information privacy, which is influenced by the amount of personal 

data that the user discloses with the device. 

The purpose of this dissertation is to evaluate users’ data disclosure behavior 

with smart homes, identify predictors of those data disclosure decisions, and unify 

theories that describe user disclosure behavior, specifically the Privacy Paradox, 

Privacy Calculus, and the Description-Experience Gap. 
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CHAPTER 2 

LITERATURE REVIEW 

2.1 Privacy and Security 

Whenever someone uses the Internet and the devices connected to it, they leave 

traces of data about themselves, both intentionally and unintentionally (Hann et al., 

2007). Some of this data, such as name, photos, and location, are considered 

personally identifying information, which can pose risks for privacy infringement. Unlike 

traditional web browsing, smart homes are equipped with hardware sensors that are 

always on, collecting data about offline activities that occur in the user’s home. That 

data is then shared to the Internet. Unfortunately, this personal data is often collected 

and interpreted unknowingly and/or is used for motives unknown to the user, resulting in 

information privacy infringements (Acquisti & Gross, 2006, 2009; Acquisti & Grossklags, 

2004; Christofides et al., 2009; Govani & Pashley, 2005; Gross & Acquisti, 2005; Nov & 

Wattal, 2009; Tufekci, 2008; Young & Quan-Haase, 2009).  

For example, consider the 2018 Facebook-Cambridge Analytica scandal. The 

company Cambridge Analytica used data mining techniques to develop in-depth user 

profiles. These profiles were then sold to companies interested in making the most out 

of targeted advertising (Confessore, 2018). The issue with the firm’s actions was their 

unauthorized data collection from approximately 87 million Facebook users, as reported 

by Facebook’s Chief Technology Officer, Mike Schroepfer (Kang & Frenkel, 2018). That 

collected data was then sold and abused by politicians world-wide. Major events, 

including Russian interference in the 2016 US presidential election and spread of 
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misinformation during the 2016 Brexit campaign, were made possible due to the 

illegitimate data mining practice of collecting data from users without their permission. 

This was a violation of personal privacy that led to significant societal outcomes, not just 

politically, but also an increase in privacy awareness. The scandal brought to light that 

users, and their data, are treated like a product that is exploited and sold, all without the 

users’ knowledge of it happening. Privacy infringements like these reduce peoples’ trust 

in companies and lead users to believe they have no control over their data (Martin, 

2018; Weisbaum, 2018).  

 Another example of users’ loss of data control is the 2017 data breach of the 

credit bureau Equifax. A total of over 146 million U.S. consumers experienced 

compromised information regarding their identity. The stolen data included names 

(146.6 million users), dates of birth (146.6 million users), social security numbers (145.5 

million users), phone numbers (20.3 million users), and payment card information 

(209,000 users; Equifax, 2017). The fact of the matter is that the volume of data 

generated and collected about users is growing exponentially. This makes it difficult for 

the user to maintain control of their personal information and for federal legislation to 

comprehensively regulate how consumer data are treated (Kerry, 2018). Broadly, some 

users have reported that they feel forced into disclosing their personal data, because 

they would be unable to use a service if they did not do so. 

There are two ways that personal data collected by an IoT device can be abused. 

The first is from poor security. Adversaries (e.g., unapproved 3rd parties, malicious 

network observers) can leverage weaknesses in a device’s security infrastructure to 

collect data without the user’s knowledge. Security protocols such as data encryption, 
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two-factor authentication, and the use of passwords help, but they are not always 

adequate in protecting users’ data. Even when encrypted, adversaries can eavesdrop 

and use inference techniques to identify users’ behavior in the confines of their own 

home (Apthorpe et al., 2017; Chan & Perrig, 2003; Crager et al., 2017). Additionally, 

digital traces left behind by the user’s behavior can be concatenated to develop a single 

profile on the user and other residents of the household where the smart home assistant 

is located (Jacobsson et al., 2016). The impacts on the user can range from 

personalizing services and improving user experience to more severe consequences 

such as unwanted public disclosure of private behaviors, cyber stalking, burglary by 

observing when a home is empty, or hijacking control of the home (e.g., recording or 

eavesdropping on audio and video feeds, changing the temperature or other energy 

consumption, locking or unlocking smart doors). 

The second way that data can be obtained is through poor privacy behaviors 

exhibited by the user. These behaviors diminish users’ control over how and when their 

personal data is gathered and used. Users often grant a device and/or service access to 

their data without giving much thought to what that access entails. As technology grows, 

those requests occur more frequently and for larger quantities of data (Joinson, et al., 

2011). The first of the many data requests are in the form of a Privacy Policy and Terms 

of Service. Unfortunately, these agreements are not always leveraged by the user when 

making decisions to disclose their data. One reason for this is the length of time 

required to fully read the agreements. A study on privacy policies for social networking 

sites by Obar and Oeldorf-Hirsch (2016) reported that 97% of participants agreed to the 

experimental privacy policy and 93% agreed to the much shorter terms of service. 
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Although the privacy policy was estimated to take between 29 to 32 minutes to fully 

read, participants’ average reading time was a mere 73 seconds. Similarly, participants 

spent only 51 seconds on the terms of service, which was estimated to require between 

15 to 17 minutes to read. This could indicate that the value in using the device and/or 

service outweighs the potential risks. 

Data privacy is an important piece to user confidentiality, and it is too often 

violated through means of over disclosure. However, for IoT technologies to work, they 

require data from the user. The more data the device has, the more it can do for the 

user. When devices ask for different types of data, users must decide whether or not to 

disclose that data about themselves. These choices of disclosure are influenced by 

factors such as privacy concerns, use case value, perceived risks of privacy 

infringement, and the level of sensitivity that the data possesses. Even when these 

factors are considered, what users say they will disclose versus what they actually 

disclose does not always match up. 

2.2 Data Disclosure 

Much of the privacy literature has shown that users’ privacy concerns or 

intentions to disclose data are inconsistent with what they actually disclose (Acquisti & 

Grossklags, 2005; Cvcek et al., 2006; Taddicken, 2017). This discrepancy is described 

as a Privacy Paradox (Awad & Krishnan, 2006; Kokolakas, 2017). This holds true for 

even privacy-conscious individuals (Spiekermann et al., 2001). The Privacy Paradox 

was first uncovered by Brown (2001) while exploring internet usage while online 

shopping. It was Brown who observed that although participants had privacy concerns, 

they still willingly provided their personal information for some sort of gain (e.g., gift 
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cards, discounts, gifts). The paradox was later more established in a study conducted 

by Norberg et al. (2007) where the term “Privacy Paradox'' was coined. In Norberg’s 

study, participants indicated their willingness to disclose specific pieces of information in 

a survey and were later asked to provide this information to a confederate posing as a 

market researcher. The results supported the notion that people disclose more 

information about themselves than what they report that they would be willing to. The 

same conclusions have been found by a number of other studies (Belanger & Crossler, 

2011; Smith et al., 2011). Simply put, while people appear to value their information 

privacy, their actions say otherwise (Nisenbaum, 2009). 

Previous research indicates that actual disclosure behavior is directly influenced 

by self-reported disclosure (Barth & de Jong, 2017; Norberg et al., 2007); however, it 

has also been shown that other factors influence the mismatch between self-reported 

disclosure and actual data disclosure. These factors include: privacy literacy (Debatin et 

al., 2009, Park, 2013; Trepte & Dienlin, 2015), privacy concerns (Acquisti & Grossklags, 

2005; Cvcek et al., 2006; Gerber, Gerber, & Volkamer, 2018; Zlatolas et al., 2015), 

perceived value (Zlatolas et al., 2015), levels of trust in the technology and/or the 

service provider (Ackerman et al., 1999; Earp & Baumer, 2003; McKnight et al., 2011; 

Gerber, Gerber, & Volkamer, 2018), and past disclosure (Culnan & Armstrong, 1999). 

Specifically, data disclosure is higher when users possess low privacy concerns 

(Krasnova et al., 2009; Wu et al., 2012) or highly value the outcome (Zibuschka et al., 

2019). Disclosure is lower when users perceive a higher risk of privacy infringements 

(Bauer et al., 2016) or receive a request for more sensitive data (Malheiros et al., 2013). 

Data disclosure is also affected by users’ past disclosure of their data (see Figure 1). 
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 Figure 1 

Model of Predictors of Data Disclosure 

Note. Solid and dotted lines represent positive and negative predicted relationships, 
respectively. 
 

2.3 Privacy Concerns 

Online, data-driven IoT products and services request that users disclose their 

personal information for their own benefit (e.g., to save time and money). Greater data 

disclosure also allows these products and services to compete against other e-

commerce entities by personalizing services and implementing targeted advertisements 

(Chen et al., 2001). To attain these goals, tons of data must be collected about the user 

and their home, so much so that the devices have the potential to know the user better 

than their closest friends and family (Jacobsson et al., 2016), which can be concerning 

to the user. 
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The popularity of ubiquitous devices, such as smart home assistants, is so 

pronounced that concerns regarding privacy have become more prominent. People are 

aware that data, in general, is being collected about them, but they lack clarity about 

what is collected and why it is used (Cvreck et al., 2006). Specifically, seventy nine 

percent of Americans are concerned about how much data is collected by companies 

(Pew Research Center, 2019). Despite the concern, many users admit that they are not 

regularly attentive to the potentially negative impact of disclosing their information and 

continue to do so anyway. Even worse, most Americans feel that they cannot even go 

about their day without having their data collected, resulting in the belief that they have 

little control over their data (Pew Research Center, 2019) or giving the illusion that they 

do, in fact, have control over it (Gerber et al., 2018). 

One factor that influences privacy concerns is the sensitivity of the data. More 

sensitive data contains more identifiable information about the user (Malheiros et al., 

2013). Perceived sensitivity for different types of personal information widely varies 

across individuals, influencing peoples’ actual disclosure behavior. When data is 

considered to be highly sensitive, users have higher privacy concerns and lower 

intentions to disclose that data (Mothersbaugh et al., 2012). 

Schomakers et al. (2019) evaluated how people rate the sensitivity of different 

data types. They found that data that is highly personally identifying, like one’s social 

security number or credit card number, is considered to be highly sensitive information. 

Phone numbers, locations, pictures of one’s face, and voice prints were considered to 

be moderately sensitive. Low sensitivity data included email addresses and 

demographic information (e.g., height, hair color, religion, and occupation). 
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2.4 Risk 

When personal data is collected, it can be used to define and trace the owner. 

This introduces the possibility of data infringements and abuse. Some of these 

infringements are relatively benign, like using browsing data to generate targeted ads or 

personalized services for the user (Ur et al., 2012). Alternatively, privacy infringements 

can be much more malicious in nature, like cyberstalking, identity or financial theft, or 

violations of medical records. Notably, every two seconds there is a new case of identity 

theft, and in the United States, 33% of adults have had their identity stolen (Bellemare, 

2018). 

In the privacy domain, perceived risk is mainly the extent to which users feel that 

they lack control over their own data. That is, users do not know what or how much data 

is collected, what that data is used for, and with whom that data is shared. This lack of 

control can lead to potential privacy infringements. One problem for estimating the 

potential risk for data disclosure is that the everyday user is not highly literate in aspects 

of privacy and security. In fact, 59% of Americans report knowing little or nothing about 

what happens to their data when it is collected by companies and service providers; this 

proportion is even higher (78%) when the recipient of user data is the government (Pew 

Research Center, 2019). Even when a company is transparent about their privacy 

policies, only 20% of Americans report consistently reading them. Further, only 22% of 

those that do read privacy policies read them completely (Pew Research Center, 2019). 

Therefore, users’ decisions to disclose data are ill-informed because they have not read 

what their data is used for. When users lack this awareness, they do not know the 

potential risks of disclosing their data with a device or service provider. Not every user 
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considers the potential risks of disclosing their data, but when they do, risk perceptions 

were found to be significantly correlated with intention to disclose information (Naeini et 

al., 2017). That is, the higher a user perceives their privacy risks to be, the less willing 

they are to disclose their data. However, risk was not correlated with actual disclosure in 

the context of marketing research for banks, pharmaceutical companies, health clubs, 

and reality tv (Norberg et al., 2007).  

The choices that people make, including those relating to data disclosure, have 

associated risks. The way that people interpret these risks is affected by context, as 

described by the Description-Experience Gap (Camilleri & Newell, 2013; Hadar & Fox, 

2009). When decisions are made from description, users have on-hand information 

about the consequences of their actions and the probability of these consequences 

occurring (Newell & Rakow, 2007). In the case of data disclosure, a user might learn 

that roughly three in ten Americans have experienced some sort of privacy infringement 

in 2019 (Pew Research Center, 2019). This information could directly inform their self-

reported intentions to disclose. However, in real-life disclosure situations, this 

descriptive information is not often available. In these circumstances, individuals must 

rely on their experiences (Hertwig & Erev, 2009), which involve uncertainty 

(Schomakers et al., 2019). The measurement of decisions of experience as described in 

the Description-Experience Gap will be referred to as “perceived risk” in this study. 

Numerical risk information will not be presented in the research study, so perceived risk 

will be the focus. Therefore, respondents’ disclosure decisions are based on their 

perceptions of risk. It is possible that users’ data disclosure differs in the context of 
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quantified risks; this lies beyond the scope of this dissertation but provides an important 

direction for future research. 

2.5 Value 

In the economic literature, users’ personal data is thought to have monetary 

value. Some research has looked at how much users would expect to be paid for their 

data (Acquisti et al., 2013; Steinfeld, 2015), while other researchers looked at how much 

how much users would be willing to pay to protect their privacy (Mihale-Wilson et al., 

2017). When individuals earn some form of monetary reward (e.g., discounts, gifts), 

they are more willing to trade their personal information. This was found to be true even 

for those that reported having high levels of privacy concerns (Spiekermann et al., 

2001). 

There is, however, another perspective of value when it comes to privacy -- the 

value of the service itself and how it influences user disclosure behavior (i.e., utility). 

Users perform a “Privacy Calculus” by evaluating the perceived risks and benefits of 

disclosing their personal information. This evaluation leads to a decision about whether 

or not to disclose that data (Dinev & Hart, 2006; Laufer & Wolfe, 1977). The benefits of 

disclosing information include convenience and personalization of services (Hann et al., 

2002), social rewards (Krasnova et al., 2012), and monetary incentives like discounts 

(Carrascal et al., 2013; Sayre & Horne, 2000; Steinfeld, 2015). Although 81% of 

Americans report that the potential privacy risks outweigh the benefits of disclosing their 

data (Pew Research Center, 2019), their behavior says otherwise. The disparity 

between willingness to disclose data and actual disclosure behavior, as depicted by the 
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Privacy Paradox, can be further explained by evaluating users’ Privacy Calculus (see 

Figure 4). 

Perceived value can also be defined in terms of perceived usefulness. In the 

Technology Acceptance Model (TAM), proposed by Davis (1985), users’ acceptance, 

perceived ease of use, and perceived usefulness of a device informs their intentions to 

use it (see Figure 2). It is similar to previous literature such that intentions directly inform 

a person’s actual behavior. For example, Davis & Venkatesh (1996) showed that 

perceived usefulness directly leads to one’s intentions to use a device, which then leads 

to one’s actual usage. This flow of behavior has similarities to models of data disclosure 

behavior where disclosure intentions directly inform actual behavior (Norberg et al., 

2007; Gerber et al., 2018). Although TAM has to do with usage, the architecture of the 

model mirrors the way that empirical research illustrates data disclosure behavior.  

Figure 2 
Technology Acceptance Model (Davis & Venkatesh, 1996) 

 

Rewards tend to be weighted so heavily that sometimes users do not hold any 

privacy concerns for their data at all (Park et al., 2012). In other words, users place 

more emphasis on reward than on their privacy concerns, which then impacts their 
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disclosure decisions. One explanation for the biased weighting of rewards is due to 

delay discounting, where short-term rewards are valued more than one’s future privacy 

(Acquisti, 2004; Acquisti & Grossklags, 2005). For instance, if an individual requires 

directions to an unknown location, their location data will be required for the IoT to 

compute the best route to take. The short-term need to get from Point A to Point B can 

be valued more heavily than long-term concerns about sharing one’s location data. Not 

only does experienced value influence data disclosure behavior, but expectations of 

future benefit also influence what and how much data users share (Hann et al., 2007; 

Vroom, 1964).  

2.6 Trust 

One of the most significant components to consumer tech adoption and data 

disclosure is trust (Castelfranchi & Falcone, 2005). When users have trust in an entity, 

they expect that it can be relied on to do exactly what it was intended to do and to act in 

the user's best interests. Trust is central to decisions that have any uncertainty or 

potential risks involved (Hertwig et al., 2004). The more trust a user has in a given 

technology, the more likely they are to adopt it and to disclose their data to it (Lankton et 

al., 2014). Trust in the context of data disclosure can come in two forms: one’s 

propensity to trust (Tait & Jeske, 2015) and one’s trust in the technology and/or vendor 

itself (Chung et al., 2017). This dissertation does not distinguish between these forms of 

trust because such a distinction would require evaluating individual differences to 

determine users’ propensity to trust in entities at multiple levels of the IoT. For this 

reason, the measurements of actual disclosure and self-reported disclosure in this 

dissertation are not contextualized to be company- or personality-specific, allowing 
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individual differences to be captured in the error variance (i.e., standard errors of the 

estimates). The purpose of this dissertation is to create a holistic model of user data 

disclosure decisions; subsequent studies can and should be used to evaluate individual 

differences as moderators of this relationship. 

The Privacy Calculus model suggests that users evaluate both the costs and 

benefits of their data disclosure. Trust is a piece of this decision-making process 

(Hoffman et al., 1999). When users do disclose their data, they trust that their data is 

safe. Metzger (2004) conducted a study to understand what cultivates trust in data 

disclosure. The study found that: (1) trust is positively correlated with data disclosure to 

a website and (2) privacy concerns, perceived security, and opinions of the company 

affect users’ sense of trust for that website. This indicates that the factors (e.g., privacy 

concerns, perceived risk) that influence data disclosure behavior are also interrelated. 

Noticeably, the perceived risks of data disclosure are lessened when a user trusts the 

technology (Rubin, 1975). 

2.7 Privacy Models 

Three other noteworthy privacy models describe the ways that users and 

developers think about and understand privacy as a construct (Mai, 2020). The 

Panopticon Model proposes that people think of privacy as a form of paranoia, or the 

feeling that someone, or something, is always watching (Campbell & Carlson, 2002). 

The mindset described by the Panopticon Model is uniquely descriptive of bad actors 

that seek to steal user data without explicit permission granted by the data’s owner. 

Negative outcomes like these are captured within the context of Privacy Calculus in the 

form of user’s sense of risk, their privacy concerns that their data can and/or will be 
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abused, and their trust by acknowledging there are always some weakness in 

technology that can result in data leakage. 

The Capture Model speaks to the aftermath of data disclosure, specifically how 

this data is coded, or interpreted, by technology (Agre, 1994). There is always a 

possibility that once data is obtained by a recipient (e.g., product company) or device, it 

is misused beyond what the user intended to disclose their information for. For example, 

if a person were to share their phone number with a smart home, the product company 

may sell that information to another recipient so that they can contact the person 

unwarranted. This model is a metaphor to describe the risks of user data disclosure, but 

not how it impacts their disclosure decisions. 

The Datafication Model suggests that people and developers think of privacy in 

the context of how data is collected and used (Mai, 2016). Similar to the Panopticon and 

Capture models, this describes a mindset people use when thinking about privacy 

abstractly, rather than a framework for understanding specific factors that inform 

individual users’ data disclosure decisions. 

The purpose of this study was to understand the predecessors of data disclosure 

decisions, rather than how users and developers think about and understand these 

disclosure behaviors after they occur. Therefore, the Privacy Calculus model was 

chosen over the other models for further study.  

2.8 Weaknesses of the Existing Literature 

The most glaring gap in the privacy and data disclosure literature is the lack of 

direct observation of data disclosure. That is, existing studies may not accurately reflect 

users' actual data sharing behaviors because they are based on one’s self-reported 
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intentions to disclose (Camilleri & Newell, 2013; Hau et al., 2008; Zeng et al., 2017). A 

limited number of studies suggest there is a mismatch between users’ self-reported 

disclosure and their actual behavior (e.g., Beresford et al., 2012; Egelman et al., 2012; 

Hann et al., 2007, Huberman et al., 2005; Norberg et al., 2007; Spiekermann et al., 

2001). However, these studies did not evaluate factors other than privacy concerns that 

may predict disclosure behavior.  

The literature regarding the Privacy Paradox is also inconsistent. Some 

researchers have found evidence in support of the phenomenon (Barth & de Jong, 

2017; Gerber et al., 2018), while others have not (Hughes-Roberts, 2013; Taddicken, 

2014; Tufecki, 2008). This is possibly due to the fact that the studies have evaluated the 

moderating factors (e.g., privacy concerns) of disclosure behavior separately, but not 

together. This includes privacy concerns, perceived risk, perceived data sensitivity, and 

value of different uses for devices. Furthermore, little to no research has evaluated 

these factors in relation to actual disclosure behavior. 

In the current Privacy Paradox literature, studies have observed that despite 

people’s value in privacy, they do not always behave in a way that supports their 

position on the importance of protecting their personal data. However, this does not 

provide a full or accurate picture as to why participants disclose data in the way that 

they do. That is, disclosure behavior is influenced by more than a person’s willingness 

to disclose their data. Privacy Calculus suggests that users weigh the perceived costs 

against the perceived benefits of data disclosure to decide whether or not to share their 

data. It is possible that differences in the weighting of these factors are responsible for 

the misalignment between self-reports and behavioral measurements of data 
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disclosure. Therefore, it is possible that Privacy Calculus has an impact on the Privacy 

Paradox and can provide a deeper explanation as to why there is a discrepancy 

between self-reported disclosure and actual data disclosure behavior (see Figure 3). 

Unfortunately, there is little unification between the two theories in the data disclosure 

literature, which emphasizes the need to evaluate disclosure behavior in conjunction 

with factors that influence decisions on disclosing one’s data. 

 

Figure 3 

A Proposed Model to Unify Theories Relating to Data Disclosure 

Note. Boxes with solid and dotted borders represent positive and negative relationships 
to data disclosure decisions, respectively. Lighter gray arrows from the Description-
Experience Gap were not explicitly evaluated but are acknowledged due to evidence on 
how risk is evaluated. 
 

Another weakness that exists in the literature relates to generalizability. Privacy 

behavior is contextual in nature (Morando et al., 2014), but most research on privacy 

behaviors is contextualized in e-commerce and social networking (Barnes, 2006; 
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Beresford et al., 2012; Brown, 2001; Huges-Roberts, 2013; Taddicken, 2014; Tufekci, 

2008). Therefore, those findings may not generalize to other environments. This 

dissertation addresses a specific gap in the literature by testing the extent to which the 

Privacy Paradox and Privacy Calculus can account for data disclosure behavior as it 

relates to assistant technology. 

Finally, the discrepancy between user’s self-reported and actual disclosure 

indicates a weakness in the external validity of self-report measures. There has been an 

overwhelming use of survey and interview data to evaluate disclosure behavior, 

however people do not always behave the same way they say they would. Surveys and 

interviews are appropriate for examining general privacy attitudes and concerns, but 

they do not provide a full picture of actual disclosure behavior (Kokolakis et al., 2017). 

Although there are a handful of studies that did administer experimental tasks 

(Beresford et al, 2012; Egelman et al., 2012; Hann et al., 2007, Huberman et al., 2005; 

Norberg et al., 2007; Spiekermann et al., 2001), these studies did not evaluate the 

relationship between intentions to disclose, actual disclosure, and antecedents (e.g., 

privacy concerns, perceived risk, data sensitivity, perceived use case value, trust) that 

may influence disclosure behavior. That is, the Privacy Paradox and Privacy Calculus 

models have not been completely unified in the context of smart home devices. 

2.9 Purpose 

The purpose of this research was to unify the Privacy Paradox and Privacy 

Calculus Model by answering two questions: (1) how does self-reported disclosure 

relate to actual disclosure behavior, and (2) what factors predict disclosure decisions of 

both kinds? The hypotheses tested are: 
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H1: Users will behaviorally disclose more data than what they report intending to 

disclose.  

H2: Participants will express greater intentions of disclosing their data and 

behaviorally disclose more data when the value of the use case is rated higher. 

H3: Participants will express lower intentions of disclosing their data and 

behaviorally disclose less data when their perceived risk for disclosing a specific 

data type is higher. 

H4: Participants will express lower intentions of disclosing their data and 

behaviorally disclose less data when their privacy concerns are higher. 

H5: Participants will express lower intentions of disclosing their data and 

behaviorally disclose less data when their level of trust is higher. 

 

 These hypotheses were first addressed within the context of a pilot study that 

explored the relationship of value, risk, privacy concerns, trust, and data sensitivity on 

people’s self-reported disclosure decisions. They were then confirmed within a three-

part follow-up study that measured both self-reported disclosure and actual behavioral 

disclosure.  
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CHAPTER 3 

PILOT 

3.1 Purpose 

Participants completed an online survey asking questions of their self-reported data 

disclosure. The data from this study were used to calculate the appropriate sample size 

for the analyses proposed in Chapter 4. 

3.2 Method 

Forty-three participants (31 females, Mage = 20.7, SDage = 8.11, 58.1% smart 

home owners) were recruited through Wichita State University’s SONA systems. These 

participants were granted SONA credits required for Psychology courses. To 

participate, participants had to be at least 18 years of age, be a fluent English speaker, 

and own a smartphone. 

Participants answered demographic questions on age, gender, and smart home 

ownership. The remainder of the survey consisted of a series of vignettes that asked 

whether the participant would disclose a particular type of data in each situation (i.e., 

use case). Five different use cases (e.g., check the weather, make an audio call,) and 

five different data types (e.g., location, microphone access) were referenced (see 

Appendix C). These use cases and data types were used to inform the Device Set Up 

and Phone Tasks in the subsequent, primary experiment. All combinations of use case 

and data type were presented for a total of 25 vignettes. The vignettes were also device 

neutral, meaning no specific devices were mentioned. An example vignette is as 

follows: 
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A device requests access to your camera to view a 
live video feed of the room in your house. Will you 

provide this information, yes or no? 
 

After reading each vignette, participants indicated whether they would disclose 

information by selecting “Yes” or “No”. Participants then answered four follow-up 

questions: 

How valuable is being able to view a live video feed of 
a room in your house? 

 

How risky is it to you to grant access to your camera? 
 

How sensitive, or private, is your camera data (i.e., 
photos, videos) to you? 

 

How concerned are you about disclosing your camera 
data (i.e., photos, videos)? 

 

Participants responded to each question on a scale from 1 to 7. Scale anchors 

depended on question type: use case value (not at all valuable to extremely valuable); 

data type risk disclosure (not at all risky - extremely risky); data type sensitivity (not at 

all sensitive - extremely sensitive); and concern with data disclosure (not at all 

concerned - extremely concerned). 

Vignettes were presented one at a time, in a randomized order. After each 

vignette, participants responded to the four follow-up questions on value, risk, data 

sensitivity, and privacy concerns. Therefore, the value, risk, sensitivity, and concern 

ratings were requested a total of 25 times. Participants did not provide specific personal 

information, only their intentions to disclose that data in the various contexts. The use 

cases included in the survey included check the weather, find phone, make an online 
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purchase, place an audio call, and view a live video feed. The data types included were 

location, phone number, credit card information, microphone, and camera. 

3.3 Results 

A logistic regression was conducted to assess the impact of perceived risk, 

perceived data sensitivity, and privacy concerns on participants’ data self-reported 

disclosure. The regression also included the main effects and interaction between use 

case and data type to control for context effects. The model was statistically significant, 

𝜒2 (27, N = 1074) = 591.696, p < .001. The hypothesized predictors were successful in 

differentiating those that did intend to disclose their data from those that did not. 

Specifically, the predictors explained 54.4% of the variability in participants’ self-

reported disclosure (Nagelkerke R2), with 79.5% of cases correctly classified. The odds 

ratios for value, risk, and concern were 2.31, 0.52, and 0.99, respectively. 

The model indicated that value and risk contributed significantly to participants’ 

disclosure decisions (Wald 𝜒2 (1, N = 1074) = 66.12, p < .001; Wald 𝜒2 (1, N = 1074) = 

17.44, p < .001, respectively). On average, participants rated their perceived value of 

the use cases at 4.75; at this value they were 17.4% likely to disclose their data. In 

contrast, when participants highly valued the use case (i.e., value = 7), they became 

36.5% likely to disclose their data. In other words, there is a positive relationship 

between self-reported disclosure and use case value, where the higher valued use 

cases resulted in a higher likelihood of data disclosure. 

On average, participants rated their perceived risk of data disclosure at 4.84; at 

this value they were 17.2% likely to disclose their data. In contrast, when participants 

perceived disclosure risk to be low (i.e., risk = 1), the likelihood of data disclosure was 
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47.0%. In other words, there was a negative relationship between self-reported 

disclosure and perceived risk, where the lower perceived risk resulted in a higher 

likelihood of data disclosure. Privacy concern did not significantly contribute to 

participants’ disclosure decisions (Wald 𝜒2 (1, N = 1074) = .006, p = .940).  

Use case (Wald 𝜒2 (4, N = 1074) = 37.97, p < .001), data type (Wald 𝜒2 (4, N = 

1074) = 36.48, p < .001), and their interaction (Wald 𝜒2 (16, N = 1074) = 156.126, p < 

.001) also significantly contributed to participants’ disclosure decisions. These variables 

were included in the model to control for data type and use case characteristics that 

may affect disclosure decisions; however, these effects were not hypothesized and will 

not be discussed further. 

3.4 Power Analysis 

The logistic regression output was used to conduct a power analysis in G*power 

3.1 (Faul et al., 2007, 2009; Mayer et al., 2007) to determine a sufficient sample size for 

each of the predictor variables: perceived value, perceived risk, data sensitivity, and 

privacy concerns. Input parameters to reach the recommended sample size included: 

two-tailed, normal distribution, specific predictors’ odds ratios, a .05 alpha value, and a 

power of .80 (as recommended by Cohen, 1992). For the perceived value, perceived 

risk, and privacy concern predictor variables, the recommended sample sizes were 88, 

135, and 276,879, respectively. The desired sample size was set at 90 participants to 

achieve sufficient power while compromising to keep the study feasible. 
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CHAPTER 4 

METHOD 

4.1 Participants 

Ninety-one individuals (64 female, 27 male) participated in this study. The 

average age was 22.9 years (SD = 8.11). There were 56 participants that were smart 

home owners representing 61.5% of the sample size; 35 were non-owners. Seventy-two 

participants (79.1%) were iOS users and 19 (20.9%) were Android users. 

Participants were recruited through Wichita State University’s SONA system and 

externally shared advertisements and were compensated with 6 SONA credits or a $15 

gift card. People were required to be at least 18 years of age, own a smartphone, and 

speak fluent English to be eligible to participate. 

4.2 Procedure 

 This study consisted of three experimental tasks that were presented in a 

counter-balanced order — a vignette survey, a smart home interaction task, and a 

phone disclosure survey — and concluded with a short debrief survey. Sessions took 

place remotely and were held over Zoom to maximize the health and safety of 

participants. 

4.2.1 Vignette survey 

 The vignette survey measured participants’ willingness, or intention, to disclose 

their data. A total of 56 scenarios (vignettes) were presented in which participants chose 

“Yes” or “No” to indicate whether they would disclose their information to a smart home 

device in specific situations. Each Vignette included one use case and one data type 

pulled from a total of seven different use cases and eight different data types (Table 1). 
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Table 1 
Vignette Survey Use Cases and Data Types 

Use cases Data types 

Check the local weather Location / zip code 
Find a misplaced phone Phone number 
Make an online purchase Credit card information 
Make an audio/phone call Microphone access 
Check a live video feed Camera access 
Set a calendar event Calendar access 
Stream media Photo access 
 3rd party app account access 

 
 

To minimize any potential order effects, presentation order of the Vignettes was 

randomized across participants. After each Vignette (i.e., use case and data type 

pairing), participants responded to four 7-point Likert scale questions pertaining to use 

case value, privacy risk, privacy concerns, and level of trust.  

Example Vignette: 

A smart home requests access to your camera to view a live video feed of the 

room in your house. Will you provide this information, yes or no? 

 
• How valuable is being able to view a live video feed of a room in your house? 

o 1 (not at all valuable) 

o 7 (extremely valuable) 

• How risky is it to you to grant access to your camera? 

o 1 (not at all risky) 

o 7 (extremely risky) 

• How concerned are you about disclosing your camera data (i.e., photos, videos)? 

o 1 (not at all concerned) 
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o 7 (extremely concerned) 

• How trustworthy do you feel smart home assistants are in keeping your camera 

data private? 

o 1 (not at all trustworthy) 

o 7 (extremely trustworthy) 

 
At the very end of the survey, participants responded to a series of open-ended 

questions expanding on why they rated use case value, perceived risk, privacy 

concerns, and trust in the ways that they did. The full survey can be located in 

Appendix A. 

4.2.2 Smart home interaction task 

 The smart home interaction task measured participants’ actual data disclosure 

behavior. Participants were presented with an interactive prototype of a smart home 

device created in Axure RP 10 (Schwartz & Srail, 2014). Participants used this 

prototype to complete five sub-tasks in a counterbalanced order. Each sub-task 

represented a unique feature that a smart home can be used for (i.e., use case) and 

had an associated data type that participants were asked to provide. The tasks 

assigned to participants (see below) were designed to maximize external validity to 

smart home usage. For example, a smart home is likely to request the user’s zip code 

to check the weather, but it will not request a person’s credit card number. 

The prompts and associated data requests were as follows: 

• Check the weather, zip code 

• Find your phone, phone number 

• Make an online purchase, credit card number 
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• Place an audio call, mic access 

• View a live video feed of your home, camera access 

Binary “Did” or “Did not” disclose information was recorded by the researcher as 

participants completed each sub-task. Each prompted data type was optional for 

participants to provide. 

4.2.3 Phone survey 

 A phone survey was also conducted as a precautionary measure in case of 

prototype failure or data collection difficulties due to COVID-19. Participants provided 

the total number of mobile apps that requested access to their phone and the number of 

apps that they granted access to their personal calendar, camera, location, microphone, 

and phone data. This data was converted to a proportion (total granted access/total 

requested) to control for differences in the number of apps participants had on their 

phones. The proportion of apps granted access to each data type requested access 

was recorded to prevent skewing from calculating raw averages. 
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 Figure 4 

App Permissions Folder on iOS and Android Smartphones 
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CHAPTER 5 

RESULTS 

 Primary analyses consisted of three individual multi-level logistic regressions to 

test Hypotheses 1-5. A thematic analysis was conducted on the qualitative data 

collected from the Vignette Survey. An exploratory analysis on ownership was also 

performed with a multi-level logistic regression for both self-reported and actual 

disclosure behavior. 

5.1 Privacy Paradox 

 A multi-level logistic regression (Gelman & Hill, 2006) was used to determine the 

degree to which participants’ self-reported disclosure aligned with their actual disclosure 

in the Smart Home Interaction Task using the lme4 package (Bates et al., 2020) in R (R 

Core Team, 2020). The fixed-effect structure included self-reported disclosure, which 

was effect coded prior to analysis. The random effect structure allowed the intercept to 

vary across participants and use case to account for individual differences in people’s 

general disclosure behavior and in the appropriateness of disclosure across use cases. 

The results of the multi-level logistic regression showed a statistically significant 

relationship between self-report and behavior; however, the effect size was quite small 

(see Table 3). Those who reported they would not disclose their data were 94% likely to 

behaviorally disclose when faced with the real-world context, while those that self-

reported “Yes” were 99% likely to behaviorally disclose under the same conditions. 

Therefore, self-reported disclosure is not a strong predictor of disclosure behavior, and 

the Privacy Paradox for smart home devices is supported (Hypothesis 1). 
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Table 2 
Summary of Analyses 
 

Analysis Hypotheses Statistical approach 

Privacy Paradox H1 
Multi-level logistic regression 

Self-report ~ behavior 

Privacy Calculus: 
Self-reported 
disclosure 

H2 
H3 
H4 
H5 

Multi-level logistic regression 
Self-reported ~ value + risk + concern + trust 

Privacy Calculus: 
Disclosure 
behavior 

H2 
H3 
H4 
H5 

Multi-level logistic regression 
Behavior ~ value + risk + concern + trust 

Reasoning for each 
predictor rating 

H2 
H4 
H5 

Thematic analysis 
Percent of coder agreement 

Krippendorff’s alpha 

Exploratory 
analysis of 
ownership 

N/A 

Multi-level logistic regression 
Self-reported ~ value + risk + concern + trust + 

ownership + (value*ownership) + (risk*ownership) 
+ (concern*ownership) + (trust*ownership) 

 
Behavior ~ value + risk + concern + trust + 

ownership + (value*ownership) + (risk*ownership) 
+ (concern*ownership) + (trust*ownership)  

Note. Predictors are signified with a “~” and main effects are symbolized with a “+” sign. 
 

 

Table 3 

Relationship Between Self-reported and Behavioral Disclosure Decisions 

 B SE z p 

Intercept 3.63 .88 4.10 < .001 
Self-reported disclosure -.86 .29 -3.00 < .01 

Note. Self-reported disclosure was effect coded, with did disclose serving as the {-1} 
baseline. 
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5.2 Predictors of Self-reported Disclosure 

A multi-level logistic regression was conducted to determine which variables in 

the Privacy Calculus model predicted participants’ self-reported disclosure. The fixed 

effect structure included the main effects of value, risk, concern, and trust. The intercept 

was included in the random effect structure to control for individual differences across 

participants, use case, and data type. All variables were means-centered prior to 

analysis.  

The model indicated that there were significant main effects of value, privacy 

concerns, and trust supporting Hypotheses 2, 4, and 5. Risk was not a statistically 

significant predictor, refuting Hypothesis 3 (see Table 4). A VIF test confirmed that the 

predictors were not multicollinear (value = 1.01; risk = 2.65; concern = 2.70; trust = 

1.22), ruling out the possibility that these variables were overlapping constructs.  

 

Table 4 

Parameter Estimates from a Multi-level Logistic Regression of Self-Reported Disclosure 

 
B SE z p 

Intercept -0.43 0.39 -1.10 .27 

Value 0.23 0.03 7.87 < .001 

Risk -0.04 0.05 -0.60 .55 

Privacy concerns -0.57 0.05 -9.85 < .001 

Trust 0.25 0.05 4.80 < .001 

 Note. Value (M = 4.29), Risk (M = 4.10), Privacy concerns (M = 3.57), and Trust 
(M = 4.00) were means-centered. 

 

Higher value ratings resulted in a greater likelihood of self-reported disclosure. 

For value ratings of 7 (extremely valuable) participants were 76.59% likely to self-



31 
 

reported disclose while value ratings of 1 (not at all valuable) had a 45.57% likelihood of 

self-reported disclosure (see Figure 5). 

 Figure 5 

Main Effect of Value on Self-Reported Disclosure 

Note. Error ribbon represents ±1 SE. 

 
Higher ratings of trust resulted in a greater likelihood of self-reported disclosure. 

For trust ratings of 7 (extremely trustworthy), there was a 79.26% likelihood of self-

reported disclosure and a 46.11% likelihood of disclosure when trust was rated as a 1 

(not at all trustworthy; see Figure 6). 
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 Figure 6 

Main Effect of Trust on Self-Reported Disclosure 

Note. Error ribbon represents ±1 SE. 

 
Greater privacy concerns value resulted in lower self-reported disclosure. For 

concern ratings of 1 (not at all concerned), there was a 26.96% likelihood of self-

reported disclosure and a 1.16% likelihood of disclosure when concern was rated as a 7 

(extremely concerned; see Figure 7). 
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 Figure 7 

Main Effect of Concern on Self-Reported Disclosure 

Note. Error ribbon represents ±1 SE. 

 

5.3 Predictors of disclosure behavior 

A multi-level logistic regression was conducted to determine which variables in 

the Privacy Calculus model predicted participants’ disclosure behavior. The fixed effect 

structure included the main effects of value, risk, concern, and trust. The intercept was 

included in the random effect structure to control for individual differences across 

participants and use case. Data type was not included in the intercept random effect 

structure because data type was perfectly correlated with use case (i.e., there was only 

one data type for each use case). 
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The results of the multi-level logistic regression showed a main effect of value 

supporting Hypothesis 2. Risk, concern, and trust were all insignificant, refuting 

Hypotheses 3, 4, and 5 (see Table 5). A VIF test confirm that the predictors were not 

multicollinear (value = 1.82; risk = 3.04; concern = 2.80; trust = 2.14), confirming that 

these variables were treated as separate constructs by participants. 

 
Table 5 

Parameter Estimates from a Multi-level Logistic Regression Predicting Disclosure 

Behavior 

 B SE z p 

Intercept 6.60 2.28 2.56 .01 
Value 0.70 0.32 2.16 .03 
Risk −0.83 0.54 −1.54 .12 
Privacy concerns −0.33 0.49 −0.68 .50 
Trust −0.18 0.37 −1.31 .19 

Note. Value (M = 4.40), Risk (M = 4.17), Privacy concerns (M = 3.64), and Trust 
(M = 3.90) were means-centered. 
 

Although the model indicated a significant effect of value, most participants (N = 

91) disclosed their data nearly every time it was requested during the smart home 

interaction task (see Table 6). Consequently, for each value rating level (1–7) there was 

a 99.9% likelihood of participants behaviorally disclosing data, which is why the slope of 

this main effect is flat (see Figure 8). 
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Table 6 

Percent of Cases in Which Data was Disclosed 

Data type M SD 

Location 99% 10.5% 
Phone number 98% 14.7% 
Credit card number 68% 46.9% 
Microphone 97% 18.0% 
Camera 90% 30.0% 

 
 

 Figure 8 

Main Effect of Value on Disclosure Behavior 

Note. Error ribbon represents ±1 SE. 

 
 In summary, The Privacy Paradox was supported. Value, trust, and concern were 

significant predictors of self-reported disclosure. Value was the only significant predictor 

of disclosure behavior (for a summary, see Figure 9).  
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Figure 9 

Summary of Results 

Note. Arrows represent predictors of self-reported disclosure and behavior. Dotted 
arrows represent a negative relationship and solid arrows represent a positive 
relationship. 
 

5.4 Exploratory Analyses of Smart Home Device Ownership 

 Two multi-level logistic regressions were used to determine whether participants’ 

ownership status of smart home devices impacted their self-reported disclosure and/or 

disclosure behaviors. The models for both self-reported disclosure and disclosure 

behavior included main effects of value, risk, privacy concerns, trust, and ownership. 

The models also included the Value × Ownership, Risk × Ownership, Privacy Concerns 

× Ownership, and Trust × Ownership interactions. As in the primary analyses, the 

intercept for each of the two models was also set to vary across participants and use 
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case. The model for self-reported disclosure also allowed the intercept to vary across 

data type. 

Ownership did not impact participants’ self-reported disclosure (see Table 7). A 

Tukey’s HSD post-hoc analysis, conducted with the emmeans package (Lenth, 2019), 

confirmed that there was no significant main effect of ownership (p = .68) nor any 

significant interactions of ownership with value (p = .25), risk (p = .75), privacy concerns 

(p = .93), or trust (p = .27). Additionally, the strength of the relationship between the 

existing predictors and self-reported disclosure did not significantly change (see 

Table 7).  

Table 7 

Impact of Ownership on Self-reported Disclosure 

  B SE z p 

Intercept −0.44 0.39 −1.15 .25 
Value 0.24 0.03 7.71 <.001 
Risk −0.03 0.06 −0.51 .61 
Concern −0.58 0.06 −9.73 <.001 
Trust 0.26 0.05 4.90 <.001 
Ownership −0.07 0.06 −0.42 .67 
Value × Ownership 0.03 0.03 1.15 .25 

Risk × Ownership 0.02 0.06 0.61 .75 

Privacy concerns × Ownership 0.01 0.06 0.09 .93 

Trust × Ownership 0.06 0.05 1.10 .27 

Note. Value (M = 4.29), Risk (M = 4.10), Privacy concerns (M = 3.57), and Trust 
(M = 4.00) were means-centered. Ownership was effect coded with owner serving as 
the {−1} baseline. 
 

Ownership also did not impact participants’ disclosure behavior (see Table 8). 

There was no significant main effect of ownership (p = .62) nor any significant 

interactions of ownership with value (p = .32), risk (p = .66), privacy concerns (p = .43), 
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or trust (p = .76). Additionally, the strength of the relationship between the existing 

predictors and self-reported disclosure did not significantly change (see Table 8).  

Table 8 

Impact of Ownership on Disclosure Behavior 

  B SE z p 

Intercept 6.06 1.98 3.06 <.01 
Value 0.69 0.28 2.43 .02 
Risk -0.84 0.52 -1.62 .11 
Concern -0.38 0.51 -0.75 .46 
Trust -0.51 0.38 -1.34 .18 
Ownership -2.60 0.59 -0.44 .66 
Value × Ownership 0.22 0.22 0.99 .32 

Risk × Ownership -0.22 0.49 -0.45 .65 

Privacy concerns × Ownership 0.35 0.44 0.80 .42 

Trust × Ownership 0.09 0.32 0.30 .77 

Note. Value (M = 4.40), Risk (M = 4.17), Privacy concerns (M = 3.64), and Trust 
(M = 3.90) were means-centered. Ownership was effect coded with owner serving as 
the {-1} baseline. 
 

5.5 Thematic analysis 

The open-ended responses from the Vignette Survey were analyzed with a 

thematic analysis. This approach allows individual responses to be described in themes. 

One advantage to this approach is that it is not theory-driven, making it highly flexible in 

describing rich and complex data (Braun & Clark, 2006). 

In the first step of the thematic analysis method, two researchers independently 

reviewed the responses to familiarize themselves with the data. Once they were familiar 

with the data, the researchers inductively generated themes to describe each response 

(Kurasaki, 2000). Together, the researchers then reviewed the themes and agreed on 

which themes to include in the codebook. Once the codebook was finalized, the two 

researchers independently reviewed the data again and assigned each response to a 
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theme (King, 2004). A Krippendorff’s alpha was conducted to test the inter-rater 

reliability (Krippendorff, 2011; Nili, Tate, & Baros, 2017). The values of this metric range 

from zero to one, where zero signifies perfect disagreement and one signifies perfect 

agreement between the coders. A Krippendorff’s alpha value of at least .67 is 

considered acceptable (Krippendorff, 2004); values from this analysis can be found in 

Tables 9–11. 

Participants’ survey responses (see Tables 9–11) demonstrated that when it 

comes to self-reported disclosure, there is a trade-off between the user value of the use 

case and the negative consequences associated with disclosing data. Use cases were 

rated as valuable when they were (1) seen as a necessity, when (2) the smart home 

added convenience to their lives, and when (3) the use case represented something 

users wanted to do frequently. For example, Participant 7 noted that “I like to check the 

weather when I am heading outside so I can dress accordingly. I check the weather 

very frequently.” 
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Table 9 

Themes of Value Ratings 

Key themes Agreement (%) Krippendorff’s Alpha 

Convenience   
Weather 80% 0.55 
Find phone 73% 0.44 
Shop 87% 0.71 
Make a phone call 76% 0.51 
Calendar event 76% 0.44 

Frequency of use   
Check the weather 76% 0.41 
Find phone 77% 0.54 
Shop 78% 0.52 
Make a phone call 82% 0.44 
View video feed 82% 0.57 
Calendar event 74% 0.45 

Trust   
Check the weather 93% 0.03 
Find phone 96% 0.65 
Shop 95% 0.74 
Make a phone call 99% 0.80 
View video feed 96% 0.54 

 
 

Many of the responses about privacy concerns mentioned malicious data loss, 

where malicious actors (i.e., hackers) can get access data without explicit permission 

from the owner. Participant 6 said, “All this data in the wrong hands is dangerous. 

People have a right to privacy. Not because they are doing something wrong but 

because that is a lot of data on individuals. What could they do with it? We don't even 

know yet. So far, buying it and selling it to other companies — which is super weird — 

it’s our data. People should be protected.” Another participant explained their sense of 

helplessness on the ever-growing digital footprint of their behavior using IoT devices. 

Participant 50 said, “I want my personal data and privacy to be kept private. But as I 
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have learned, nothing on internet is safe and I am really insecure about my data getting 

leaked. 

 
Table 10 

Themes of Privacy-Concern Ratings 

Key themes Agreement (%) Krippendorff’s Alpha 

Malicious data loss 70.1% 0.28 
Tech limitations and weaknesses 62.9% 0.21 
Trade-offs with use case value 66% 0.25 
Digital footprint 68% 0.22 
Trust 80.4% 0.01 

 
 Many participants discussed that people’s data is often used for economic gain, 

whether that is by the device manufacturer (i.e., product company) or an adversary 

seeking to steal data. Participant 71 reported that, “Being in the cybersecurity field, I 

have come to understand just how much data is being sold, leaked or harvested to be 

used without consumer consent or deceiving consumers into allowing companies to use 

their data.” Participant 98 expressed lack of trust in smart home devices as a whole by 

saying, “I don't trust that the smart device would only access whatever I gave 

permissions for only for the app/situation I gave it permission to access whatever. I also 

think they could be hacked or accessed by someone else too easily.” 

Table 11 

Themes of Trust Ratings 

Key themes Agreement (%) Krippendorff’s Alpha 

Malicious data loss 83.7% 0.65 
Tech limitations and weaknesses 61.2% 0.20 
User tech literacy 95.9% 0.65 
Economic gain (adversary) 93.9% 0.84 
Trade-offs with use case value 62.2% 0.21 
Excessive requests 86.7% 0.25 
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Use case value, privacy concerns, and trust had overlapping themes, touching 

on (1) known technology limitations and weaknesses (e.g., inadequate security 

protocols); (2) whether users trusted the device manufacturing company; and (3) users’ 

awareness of malicious agents that seek to steal their personal information for 

economic and/or social gain. 
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CHAPTER 6 

DISCUSSION 

6.1 Theoretical Implications 

The findings of this study support the Privacy Paradox in the context of smart 

home usage (Hypothesis 1), as participants behaviorally disclosed more personal 

information during the Smart Home Interaction Task than they said they would be willing 

to disclose (c.f., Kokolakas, 2017; Awad & Krishnan, 2006; Taddicken, 2017; Acquisti & 

Grossklags, 2005; Cvcek et al., 2006). The correlation between the self-reported 

disclosure and behavior was statistically significant, but the strength of the relationship 

was low, consistent with existing research (e.g., Keith et al., 2013). Participants’ intent 

to disclose their data did not reliably predict their disclosure behavior. This was likely 

due to the fact that overall, participants disclosed data more often than not. Over 90% of 

participants disclosed their personal information for each data type (location, phone 

number, microphone, and camera), with the exception of credit card payment 

information, which only 68% of respondents chose to disclose. 

This research adds to the existing Privacy Calculus literature by identifying 

factors (use case value, privacy concerns, and trust) that participants considered when 

expressing their self-reported disclosure and disclosure behavior on a smart home, 

such as value (Zlatolas et al., 2015), privacy concerns (Gerber et al., 2018), and trust 

(Ackerman et al., 1999; Earp & Baumer, 2003; McKnight et al., 2011). It should be 

noted that the factors tested may not comprehensively describe the Privacy Calculus 

model. Some studies report that data sensitivity (Kehr et al., 2015), privacy literacy 

(Debatin et al., 2009; Park, 2013; Trepte & Dienlin, 2015), and past disclosure (Culnan 
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& Armstrong, 1999) are additional factors involved in data disclosure decisions. The 

thematic analysis in this study also identified several factors that may be predictors of 

disclosure decisions such as technology literacy, experience with personal data loss or 

abuse, and how the device behaves. 

One inconsistency between these research findings and the existing literature is 

that risk did not, in this study, have a significant relationship with either self-reported or 

behavioral disclosure. Previous research has found that risk informs both self-report 

(e.g., Naeini et al., 2017) and behavioral disclosure (e.g., Norberg et al., 2007). This 

departure may be due to the way that the tasks in this study were designed, such that a 

clear signal on risk was not obtained. According to the Description-Experience Gap, risk 

perceptions are impacted by previous experience with a specific risk or by being 

provided with explicit description of the risk(s) of a person’s behavior (Hadar & Fox; 

2009; Hau et al., 2008; Wulff et al., 2015; Wulff et al., 2018). This study did not provide 

explicit information about the risks involved with data disclosure, instead it required 

participants to defer to their own experiences. However, participants might not 

(knowingly) have much, if any, negative experiences with sharing their personal 

information, so the results may have been different had there been overt information 

about risks of data disclosure. 

 Use case value, privacy concerns, and trust were confirmed predictors of self-

reported disclosure. Themes derived from participants’ responses in the thematic 

analysis included their concerns about disclosing their personal information came from 

the possibility that their data would be shared, without permission, to recipients outside 

of the smart home device itself or that this data would be acquired by external, ill-
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intentioned adversaries. Another concern participants had was with respect to the 

limitations or weaknesses of the technology itself. If the security protocols put in place 

are inadequate, users’ data are more vulnerable to being acquired without their explicit 

permission. Technical limitations were also tied to participants’ sense of trust that their 

personal information would remain private. People were less concerned when they 

trusted the company that built the smart home device. They also acknowledged that 

adversaries aiming to steal personal data from others exist, which generally lowered 

their sense of trust in smart home technology overall. 

Value was found to be the only predictor of disclosure behavior. It was observed 

that participants went quickly through the smart home interaction task, taking less time 

to think through the decision to disclose their data for each use case. This may indicate 

that people are more thoughtful about their disclosure decisions when asked explicitly if 

they would disclose rather than when they are actually using a device. In the vignette 

survey, participants responded that their ratings for use case value were explained by 

the practicality of using a smart home. This included the added convenience of using 

the smart home for a particular use case, out of necessity or need for a use case on a 

smart home, and the frequency with which they use a smart home for a specific use 

case. These reasonings hold true for both self-reported disclosure and behavior. 

6.2 Practical Implications 

These findings may also impact the IoT market in general. Consumers expect 

their data to be secure and remain private, but their behavior does not always support 

this notion. Tech companies can potentially gain an edge in the smart home device 

market by improving the user interface and improve data collection protocols to only 
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collect information when the device absolutely needs it. Implementing more privacy-

forward user interfaces can supplement existing security protocols, which can then 

optimize user data protection. In doing so, users may put forth more trust in the 

company and its smart home devices, which may increase the adoption of those 

devices. 

6.3 Limitations 

Individual differences such as age, gender, ethnicity, and socio-economic status 

may have impacted these results. Most participants involved in this study were females 

in their early to mid-twenties, and therefore self-reported disclosure and/or behavior 

may not generalize to other populations. Predictors such as privacy concerns do vary 

across demographics. Previous research has demonstrated that women generally have 

more privacy concerns than men, (Sheehan, 1999; Hoy & Milne, 2010; Rowan & 

Dehlinger, 2014).  

The Smart Home Interaction Task was designed to closely replicate what using a 

physical smart home would look like. However, participants interacted with a 

prototype—not a physical smart home device in their own home—so there may be 

question of true ecological validity. This may have caused them to disclose more of their 

personal information or even provide false information (e.g., a fake name) because the 

consequences of data disclosure might not have been considered as heavily as if it 

were done in-person on a real smart home device. Although the accuracy of the data 

disclosed by participants was not checked, many participants reported that they 

naturally provide false data in exchange for a desired use case, outcome, or reward, 

consistent with other studies (Steinfeld, 2015). That is, participants’ disclosure behavior 
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may have been more liberal than it would have been in a natural environment. For 

example, some websites request email addresses in exchange for a discount, so people 

sometimes provide fake email addresses (Steinfeld, 2015). Additionally, not all 

scenarios provided in the Vignette Survey were realistic. For example, a smart home is 

unlikely to request a person’s credit card information to report the local weather to the 

user. Future research should add a task within the study for participants to explicitly 

identify what use cases and data types they provided false information on. Responses 

containing accurate personal information would better represent people’s disclosure 

behaviors. 

Trust was left open to interpretation by participants and was not measured with a 

validated instrument. There are individual differences in the way that trust is interpreted  

in different contexts (Mai, 2020), so the granularity of trust’s impact on self-reported and 

behavioral disclosure is not clear. In the future, researchers should explore how people 

define trust in the context of data disclosure with IoT devices 
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CHAPTER 7 

CONCLUSION 

Overall, this study connects the Privacy Calculus Model to the Privacy Paradox. 

Data shows that people’s intentions to disclose their personal information is inconsistent 

with their actual disclosure behavior (i.e., the Privacy Paradox). Participants disclosed 

their data the majority of the time on both smart home devices and smartphones. 

Willingness to disclose, however, was much more conservative. Factors that impact 

people’s self-reported disclosure and behaviors include use case value, perceived risk 

of data disclosure, general privacy concerns, and level of trust that their personal 

information will remain private. Existing research on the Privacy Paradox and Privacy 

Calculus is either context agnostic or grounded specifically in e-commerce and social 

networking sites. Today’s technology is bigger and more powerful than websites, which 

is why evaluating something such as smart home devices that falls under the Internet of 

Things ecosystem sheds more generalizable findings to current technology people 

regularly use. 

Future research should also delve into the granularity of each predictor. Risk may 

impact disclosure decisions in some capacity if people’s experiences with negative 

consequences of data disclosure is recorded and/or vignettes included explicit 

descriptions of risk(s) associated with disclosing specific data in different contexts. 

Similar to risk, trust is multi-faceted. Trust may include, but not limited to, people’s 

general propensity to trust, type of technology (e.g., smart home, smartphone, smart 

watch), and the product manufacturing company (e.g., Google, Apple, Amazon). 
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APPENDIX A 

VIGNETTE SURVEY 

*To control for order effects, the blocks were randomized, as well as each data type 
within each use case block. 

Check the weather 

• A device requests your location data to check the weather. Will you provide the 

requested information? 

• A device requests your phone number to check the weather. Will you provide the 

requested information? 

• A device requests your credit card number to check the weather. Will you provide 

the requested information? 

• A device requests access to your microphone to check the weather. Will you 

provide the requested information? 

• A device requests access to your camera to check the weather. Will you provide 

the requested information? 

• A device requests access to your calendar to check the weather. Will you provide 

the requested information? 

• A device requests access to your photos to check the weather. Will you provide 

the requested information? 

• A device requests access to your account on a third-party app to check the 

weather. Will you provide the requested information? 

Find phone 
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• You misplaced your phone. Will you provide your location to locate it? 

• You misplaced your phone. Will you provide your phone number to locate it? 

• You misplaced your phone. Will you provide your credit card number to locate it? 

• You misplaced your phone. Will you grant access to your microphone to locate 

it? 

• You misplaced your phone. Will you grant access to your camera to locate it? 

• You misplaced your phone. Will you grant access to your calendar to locate it? 

• You misplaced your phone. Will you grant access to your photos to locate it? 

• You misplaced your phone. Will you grant access to your account on a third-party 

app to locate it? 

Shop online 

• You are online shopping on a device. Will you provide your location data to do 

so? 

• You are online shopping on a device. Will you provide your phone number to do 

so? 

• You are online shopping on a device. Will you provide your credit card number to 

do so? 

• You are online shopping on a device. Will you grant access to your microphone 

to do so? 

• You are online shopping on a device. Will you grant access to your camera to do 

so? 
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• You are online shopping on a device. Will you grant access to your calendar to 

do so? 

• You are online shopping on a device. Will you grant access to your photos to do 

so? 

• You are online shopping on a device. Will you grant access to your account on a 

third-party app to do so? 

Make a phone/audio call 

• A device requests your location data to make a phone/audio call. Will you provide 

this information? 

• A device requests your phone number to make a phone/audio call. Will you 

provide this information? 

• A device requests your credit card number to make a phone/audio call. Will you 

provide this information? 

• A device requests access to your microphone to make a phone/audio call. Will 

you provide this information? 

• A device requests access to your camera to make a phone/audio call. Will you 

provide this information? 

• A device requests access to your calendar to make a phone/audio call. Will you 

provide this information? 

• A device requests access to your photos to make a phone/audio call. Will you 

provide this information? 
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• A device requests access to your account on a third-party app to make a 

phone/audio call. Will you provide this information? 

View live video feed 

• A device requests your location data to view a live video feed of a room in your 

house. Will you provide this information? 

• A device requests your phone number to view a live video feed of a room in your 

house. Will you provide this information? 

• A device requests your credit card number to view a live video feed of a room in 

your house. Will you provide this information? 

• A device requests access to your microphone to view a live video feed of a room 

in your house. Will you provide this information? 

• A device requests access to your camera to view a live video feed of a room in 

your house. Will you provide this information? 

• A device requests access to your calendar to view a live video feed of a room in 

your house. Will you provide this information? 

• A device requests access to your photos to view a live video feed of a room in 

your house. Will you provide this information? 

• A device requests access to your account on a third-party app to view a live 

video feed of a room in your house. Will you provide this information? 

Set a calendar event 

• A device requests your location data to set a calendar event. Will you provide this 

information? 



65 
 

• A device requests your phone number to set a calendar event. Will you provide 

this information? 

• A device requests your credit card number to set a calendar event. Will you 

provide this information? 

• A device requests access to your microphone to set a calendar event. Will you 

provide this information? 

• A device requests access to your camera to set a calendar event. Will you 

provide this information? 

• A device requests access to your calendar to set a calendar event. Will you 

provide this information? 

• A device requests access to your photos to set a calendar event. Will you provide 

this information? 

• A device requests access to your account on a third-party app to set a calendar 

event. Will you provide this information? 

Stream media 

• A device requests your location data to stream media (e.g., music, videos). Will 

you provide this information? 

• A device requests your phone number to stream media (e.g., music, videos). Will 

you provide this information? 

• A device requests your credit card number to stream media (e.g., music, videos). 

Will you provide this information? 
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• A device requests access to your microphone to stream media (e.g., music, 

videos). Will you provide this information? 

• A device requests access to your camera to stream media (e.g., music, videos). 

Will you provide this information? 

• A device requests access to your calendar to stream media (e.g., music, videos). 

Will you provide this information? 

• A device requests access to your photos to stream media (e.g., music, videos). 

Will you provide this information? 

• A device requests access to your account on a third-party app to stream media 

(e.g., music, videos). Will you provide this information? 

Follow-up questions to each vignette 

• How valuable is being able to [USE CASE] to you? 

Not at all valuable [ 1 -- 2 -- 3 -- 4 -- 5 -- 6 -- 7] Extremely valuable 

• How risky is it to you to disclose your [DATA TYPE]? 

Not at all risky [1 -- 2 -- 3 -- 4 -- 5 -- 6 -- 7] Extremely risky 

• How concerned are you about disclosing your [DATA TYPE]? 

Not at all sensitive [1 -- 2 -- 3 -- 4 -- 5 -- 6 -- 7] Extremely sensitive 

• How trustworthy do you feel devices are in keeping your [DATA TYPE] private? 

Not at all trustworthy [1 -- 2 -- 3 -- 4 -- 5 -- 6 -- 7] Extremely trustworthy 

 

High-level ratings (end of survey) 

• How trustworthy do you feel devices are in keeping your data private? 
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Not at all trustworthy [1 -- 2 -- 3 -- 4 -- 5 -- 6 -- 7] Extremely trustworthy 

• Explain why you rated trustworthiness the way you did. 

Open-ended response 

• How valuable is it to you to be able to [USE CASE] on a device? 

Not at all valuable [ 1 -- 2 -- 3 -- 4 -- 5 -- 6 -- 7] Extremely valuable 

• Explain why you rated the value for [USE CASE]. 

Open-ended response 

• Regarding your data privacy, how risky do you feel it is to disclose your [DATA 

TYPE] with a device? 

Not at all risky [1 -- 2 -- 3 -- 4 -- 5 -- 6 -- 7] Extremely risky 

• In general, how concerned are you about your data privacy? 

Not at all concerned [1 -- 2 -- 3 -- 4 -- 5 -- 6 -- 7] Extremely concerned 
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APPENDIX B 

MULTI-LEVEL LOGISTIC REGRESSION CODE 

library(tidyverse) 
library(lme4) 
library(emmeans) 
library(effects) 
library(ggplot2) 
library(car) 
 
SR <- read.csv("SRrestrx.csv")[,2:13] 
behavior <- read.csv("CarterData_behav.csv")[,2:11] 
 
SR$ownership <- as.factor(SR$ownership)  
 
contrasts(SR$dataType) <- contr.sum(8)  
contrasts(SR$useCase) <- contr.sum(7)  
contrasts(SR$ownership) <- contr.sum(2)  
 
SR$value.c <- scale(SR$value, scale = F, center = T)  
SR$risk.c <- scale(SR$risk, scale = F, center = T)  
SR$trust.c <- scale(SR$trust, scale = F, center = T)  
SR$concern.c <- scale(SR$conc, scale = F, center = T)  
 
 
lm1 <- glmer(discloseChoice ~ value.c + risk.c + concern.c + trust.c + (1|id) + (1|us 
eCase) + (1|dataType), data = SR, family = "binomial") 
 
summary(lm1) 
vif(lm1) 
 
data <- data.frame(Effect("value.c", lm1, xlevels = list(value.c = c(1, 3, 5, 7)))) 
 
data$LSE <- data$fit - data$se  
data$USE <- data$fit + data$se  
 
ggplot(data, aes(x = value.c , y = fit, ymin = LSE, ymax = USE)) + geom_line() + geom 
_ribbon(alpha = 0.5) + theme_classic(base_size = 14) + labs(y = "P(Disclosure)", x = 
"Value of Use Case") + scale_y_continuous(limits = c(0, 1), labels = scales::number_f 
ormat(accuracy = 0.1)) + scale_x_continuous(breaks = c(1, 2, 3, 4, 5, 6, 7)) 
 
data <- data.frame(Effect("concern.c", lm1, xlevels = list(concern.c = c(1, 3, 5, 7)) ))  
 
data$LSE <- data$fit - data$se  
data$USE <- data$fit + data$se  
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ggplot(data, aes(x = concern.c , y = fit, ymin = LSE, ymax = USE)) + geom_line() + ge 
om_ribbon(alpha = 0.5) + theme_classic(base_size = 14) + labs(y = "P(Disclosure)", x = 
"Concern Associated with Disclosure") + scale_y_continuous(limits = c(0, 1), labels = 
scales::number_format(accuracy = 0.1)) + scale_x_continuous(breaks = c(1, 2, 3, 4, 5, 
6, 7)) 
 
data <- data.frame(Effect("trust.c", lm1, xlevels = list(trust.c = c(1, 3, 5, 7))))  
 
data$LSE <- data$fit - data$se  
data$USE <- data$fit + data$se  
 
ggplot(data, aes(x = trust.c , y = fit, ymin = LSE, ymax = USE)) + geom_line() + geom 
_ribbon(alpha = 0.5) + theme_classic(base_size = 14) + labs(y = "P(Disclosure)", x = 
"Trust") + scale_y_continuous(limits = c(0, 1), labels = scales::number_format(accura cy 
= 0.1)) + scale_x_continuous(breaks = c(1, 2, 3, 4, 5, 6, 7) 
 
 
 
lm2 <- glmer(discloseChoice ~ value.c*ownership + risk.c*ownership + 
concern.c*owners hip + trust.c*ownership + (1|id) + (1|useCase) + (1|dataType), data = 
SR, family = "b inomial")  
 
summary(lm2) 
vif(lm2) 
 
emmeans(lm2, pairwise ~ ownership)$contrasts 
emtrends(lm2, pairwise ~ ownership, var = "trust.c")$contrasts 
emtrends(lm2, pairwise ~ ownership, var = "value.c")$contrast 
emtrends(lm2, pairwise ~ ownership, var = "risk.c")$contrasts 
emtrends(lm2, pairwise ~ ownership, var = "concern.c")$contrasts 
 
 
$dataType <- as.factor(behavior$dataType)  
behavior$ownership <- as.factor(behavior$ownership)  
contrasts(behavior$dataType) <- contr.sum(5)  
contrasts(behavior$useCase) <- contr.sum(7)  
contrasts(behavior$ownership) <- contr.sum(2)  
 
behavior$value.c <- scale(behavior$value, scale = F, center = T)  
behavior$risk.c <- scale(behavior$risk, scale = F, center = T) 
behavior$trust.c <- scale(behavior$trust, scale = F, center = T)  
behavior$conc.c <- scale(behavior$conc, scale = F, center = T) 
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lm3 <- glmer(disclosure ~ value.c + risk.c + concern.c + trust.c + (1|id) + (1|useCas e), 
data = behavior, family = "binomial" 
 
summary(lm3) 
vif(lm3) 
 
data <- data.frame(Effect("value.c", lm3, xlevels = list(value.c = c(1, 3, 5, 7))))  
 
data$LSE <- data$fit – data$se  
data$USE <- data$fit + data$se  
 
ggplot(data, aes(x = value.c , y = fit, ymin = LSE, ymax = USE)) + geom_line() + geom 
_ribbon(alpha = 0.5) + theme_classic(base_size = 14) + labs(y = "P(Disclosure)", x = 
"Use Case Value") + scale_y_continuous(limits = c(0, 1.2), labels = scales::number_fo 
rmat(accuracy = 0.1)) + scale_x_continuous(breaks = c(1, 2, 3, 4, 5, 6, 7)) 
 
 
 
lm4 <- glmer(disclosure ~ value.c*ownership + risk.c*ownership + concern.c*ownership 
+ trust.c*ownership + (1|id) + (1|useCase), data = behavior, family = "binomial")  
 
summary(lm4) 
vif(lm4) 
 
emmeans(lm4, pairwise ~ ownership)$contrasts 
emtrends(lm4, pairwise ~ ownership, var = "trust.c")$contrasts 
emtrends(lm4, pairwise ~ ownership, var = "value.c")$contrasts 
emtrends(lm4, pairwise ~ ownership, var = "risk.c")$contrasts 
emtrends(lm4, pairwise ~ ownership, var = "concern.c")$contrasts 
 
 
 
behavior$discloseChoice <- as.factor(behavior$discloseChoice) behavior$disclosure <- 
as.factor(behavior$disclosure)  
 
contrasts(behavior$discloseChoice) <- contr.sum(2) 
 
lm6 <- glmer(disclosure ~ discloseChoice + (1|id) + (1|useCase), data = behavior, fam 
ily = "binomial") 
 
summary(lm6) 
vif(lm6) 


