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ABSTRACT

Multiqubit arrays can be prepared in any state by adjusting the parameters in the Hamiltonian that governs their time evolution. In this work we show that these arrays can be used for pattern storage and recall, using techniques of machine learning. Any shape of a character or letter can be encoded as a collection of line segments, represented by the pairwise entanglement between neighboring qubits. We did this in two ways: first, by training the real time evolution; and second, by training to a ground state as a quantum annealing (QA) algorithm, by lowering the effective temperature of the system. In the real time training we succeeded in creating the letters X, M, N, and O, in a four-qubit system, with 2.09% RMS error. With the QA we trained fifteen different characters on a four-, five-, and then six-qubit system, with comparable RMS errors. We also showed that the pattern storage was robust to both classical and quantum noise.
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CHAPTER 1
INTRODUCTION

Pattern recognition problem is one of the most challenging problems in artificial intelligence. Neural Networks have the ability to perform cognitive processes like pattern recognition and pattern storage in the human brain [24]. The main task of pattern recognition is to classify patterns into different classes. Generally, pattern recognition can be split into two main components, memorization and recall. When constructing a model, in order to store patterns in a classical way, it can be based on Hopfield Network [28]. However, other algorithmic approaches exist, such as Grover’s algorithm, that utilize the principles of quantum computing to perform pattern recognition [25].

A Hopfield network is single-layered and recurrent network: the neurons are fully connected. When using the classical Hopfield Network to solve optimization problems we must choose weight \( w_{ij} \) and external inputs. Therefore, we will find the global minima for the solution of the problem. So the minimization is based on gradient descent method [32]. Hopfield networks have a scalar value, related to each neuron. When any neuron changes its state, the energy of the network will be decreased [31,32]. If we update the network weight for store a pattern, the energy of the system either will be decreased or will remained same. The network that minimizes the energy becomes stable and reaches to the training pattern and stops evolving [32].

A neural network that contains a single artificial neuron is the perceptron, which is used to pattern classification. Quantum mechanically, the perception depends on the unitary evaluation of a density matrix [39] according to \( \rho_{\text{final}} = U \rho_{\text{input}} U^\dagger \). If we consider any given \( N \) patterns, the input states can be prepared as \( \rho_{i}^{\text{in}}, i = 1,..,N \). Now the input and the output are assumed to be independent. In this approach, the computation is depending on non-linear components but evolution is linear. In this way, when the error exceeds a threshold value, then it is considered as the information is not being stored in the Perceptron. The
patterns that can be obtained through devices (such as interference patterns) can be modified by Grover's search algorithm [14,16]. Also, there is another algorithmic application based on the Fourier transform, which has been developed to recognize a pattern in a rectangular shape of \(N \times M\) array of unit cells [23].

Quantum Associative Memory is playing a vital role in Quantum Pattern recognition, and patterns are stored as basis states of memory quantum states [24,25]. However, the global optimum for Quantum Associative Memory can be obtained experimentally by Adiabatic Quantum Computing (AQC) [4,21,24]. In AQC, Hamiltonian \(H(s)\) is controlled by the annealing parameter \(s = \frac{t}{T}\), \(0 < \frac{t}{T} < 1\), where \(T\) is running time. According to AQC, the system reaches its ground state when it is set to anneal. Therefore, in AQC, the Hamiltonian is changed from the initial Hamiltonian to the ground state of the final Hamiltonian.

To determine a state of a spin system, we would be able to control the individual spins and their couplings, and therefore we need a programmable artificial spin system [48]. There are few main implementations for the qubits and those are used in computations such as [35],

1. Trapped ions: Ions in a magnetic trap, manipulated by lasers.
2. Quantum dot: An artificial atom has an electronic and optical properties which is manipulated using electrical current.
3. Optical lattices: Neutral atoms that are trapped in a optical cavities. These atoms are controlled by laser.
4. Magnetic Nuclear Resonance (MNR) Quantum computers: Qubits are simulated by manipulating the spin state of molecule using magnetic resonance technique.

For a liquid state nuclear magnetic resonance system, the Hamiltonian as, an addition of the memory Hamiltonian, which is related to the knowledge of the stored pattern in the associative memory, and the Hamiltonian of the computational input with a weight factor (retrieval Hamiltonian). The memory Hamiltonian can be defined as the coupling strengths
between qubits. The retrieval Hamiltonian, which defines an external field, creates a metric that is proportional to the Hamming distance between the input state and the memory patterns. Similar patterns will take its lowest energy by changing the energy of the memory Hamiltonian. As classical pattern recognition, AQC represent minimization of the cost function [21,47,31,32].

If we consider a two qubit system, a quantum gate can be built by changing the coupling constant using an external field. Therefore, the system can be used to map from a given initial state (input state) to a specific output [2]. According to this work learning algorithm can be developed for learning of an entanglement witness for an input state. So, we use this method in real time storage. In our work, we use another algorithmic approach "Learning Quantum Annealing", which is the reverse mode of AQC [4]. In an adiabatic process, the conditions of a system are changed gradually, so as to allow the system to adopt its configuration. If the system starts in the ground state of an initial Hamiltonian, after the adiabatic change, it will end up in the ground state of the final Hamiltonian. Here, we are using an electrostatically coupled two-SQUID (superconducting quantum interference device) system as the model [3,4]. Instead of specifying the Hamiltonian, we can specify the desired state (the pattern) and find the Hamiltonian at the ground state, which gives the final state (reverse problem of the traditional annealing). We can show that the QNN outputs are robust to noise and decoherence.
Entanglement is one of the famous topics in Quantum Mechanics (QM). One of the most unusual and fascinating aspect of QM is the fact that any particle or system can become entangled. Let A and B be two quantum systems. Values of certain properties of system A are correlated with the values that those properties will assume for system B. The properties can become correlated even when the two systems are spatially separated. This situation is called “Spooky Action”. The word “Entanglement” was introduced by E. Schrodinger in 1935. In the same year, Einstein, Podolsky, and Rosen (EPR) published a paper [45] titled “Can the Quantum mechanical description of reality be considered complete?” Actually, EPR designed to show that Quantum Theory is incomplete. Einstein and his colleagues were believing that properties of a physical system have definite value (“an objective reality”). Whether you observe the system or not a given property of the system has a sharply defined value before a measurement is made. However QM tells a different story [35,45,46].

2.1 Qubit

A qubit is a quantum system whose state lies in a two dimensional Hilbert space. For an example, a qubit is can be a spin $\frac{1}{2}$ particle, which has two states : the spin-up state $|\uparrow\rangle$ which we label as $|0\rangle$, and the spin-down state $|\downarrow\rangle$ which we label as $|1\rangle$. But quantum mechanics allows also a superposition of these states. Suppose that we have a qubit in the state $|\psi\rangle = |0\rangle$. QM tells that, prior to measure a property (let’s say the position) of the system, it does not have a definite or sharply defined value. Assume that we want to measure $X$. We know that the state is in a superposition of the eigen-states of the $X$ operators as,

$$|\psi\rangle = |0\rangle = \frac{|+\rangle + |-\rangle}{\sqrt{2}} \quad (1)$$
The probability amplitude of $|\psi\rangle$ in the $|+\rangle = \frac{1}{\sqrt{2}} (|1\rangle)$ and $|-\rangle = \frac{1}{\sqrt{2}} (|1\rangle)$ states is $1/\sqrt{2}$, so, measurement of $X$ will find the system (probability) in $|+\rangle$, 50% of the time and in $|-\rangle$ 50% of the time. Actually, this is very similar to the Schrodinger’s cat thought experiment.

$$|\psi\rangle = \begin{cases} |+\rangle ; 50\% \\ |-\rangle ; 50\% \end{cases}$$

After measurement the system does assume a definite state either $|+\rangle$ or $|-\rangle$. But, according to QM, before we take the measurement this is not the case. In addition, quantum mechanical operators may not commute. For example, momentum and position operator has a non zero commutator, $[X, P] = i\hbar$. This tells us that momentum and position of a quantum particle cannot be measured simultaneously. Let’s consider the two quantum systems A and B again. We will denote the position and momentum for the particle in possession of A by $X_A$ and $P_A$, respectively.

Now, EPR proposed,

1. The particles interact, then the particles spatially separate
2. There are no more interactions between the particles. We can even assume that they are so far away from each other that no signal (not even light) can connect them over the time span when measurement made.

EPR system has definite values for the following properties,

1. $X_A - X_B$
2. $P_A + P_B$

According to QM these parameters cannot be determined prior to measurement. If an observer measures the momentum of particle-A, he/she obtain definite value for momentum of A as $P_A$. Since $P_A + P_B$, the observer knows the exact value of $P_B$ (momentum of particle-B) even though he/she has not made any measurement B-particle in any way. Therefore, EPR believed that because this observer can determine the values of momentum (or position) of particle-B, these properties have definite values regardless of whether or not we measure them (elements of reality). However, quantum theory tells us that the wave functions of each particle exist in superposition and each property does not have a definite value until
we measure it.

The argument of EPR centered on the fact that quantum mechanics violated either the principle of reality or principle of non-locality. Therefore QM must be incomplete and there should be a hidden variable(s) we do not know yet. Hence we have locality and realism.

**Locality:** Measurement of particle A in no way disturbs the state of spatially separated particle B.

**Realism:** The values of measurable properties of each particle are objectively real. They have definite values prior to measurement (regardless of whether or not they are observed).

In 1964 John S Bell came up with an inequality, is called Bell’s inequality [44].

\[ Pr(+a; +b) \leq Pr(+a; +c) + Pr(+c; +b) \]  

(2)

Bell’s calculations were based on Einstein’s local realism. If this inequality is violated then QM is correct [46]. In 1982 Alain Aspects experimentally proved that QM violates the Bell’s inequality [46].

When the system consist of two subsystems we say it is a bipartite system. The Hilbert space of the composite system is the tensor product of the Hilbert space that describe system of A and the Hilbert space that describes system of B

\[ H = H_A \otimes H_B \]  

(3)

### 2.2 Definition of Quantum Entanglement

Let \( Q_1, Q_2, Q_3 \) be quantum systems with underlying Hilbert spaces \( H_1, H_2, H_3 \) respectively. Then the global quantum system \( Q \) consisting of the quantum systems \( Q_1, Q_2, Q_3 \) is said to be entangled if its state \( |\psi\rangle \in H = \oplus_{j=1}^{n} |H_j\rangle \) can not be written in the form
\[ |\psi\rangle = \otimes_{j=1}^{n} |\psi_j\rangle \] (4)

### 2.2.1 Composite System

The state space of a composite system is the tensor product of the states of the component of a physical system and it represents overall of the coupled and entangled particles of the system [27]. The state vector of a composite system can be written as,

\[ |\psi\rangle_{AB} = |\psi\rangle_{A} \otimes |\psi\rangle_{B} . \] (5)

### 2.3 Density Matrix

The density matrix is an operator determined by the outer product of a state vector,

\[ \rho = |\psi\rangle \langle \psi| . \] (6)

If we can write the density matrix as above form, then it is called a pure state. Even this state is a pure state, the state vector could be in a superposition. Since, quantum systems are inherently probabilistic, a pure state can be considered as a pure ensemble. For a pure state has a following properties.

1. \( \rho^2 = \rho \)
2. \( tr(\rho^2) = 1 \)
3. \( tr(\rho) = 1 \)
4. \( \rho^\dagger = \rho \)
5. \( \langle \phi | \rho | \phi \rangle \geq 0 \) (Positive semi-definite)

Not all the quantum states are pure states. If we write a state as a linear combination of projectors onto pure state , it is called as a mixed state. A mixed state describes a system of identical particles but portions are in different configurations. A mixed state can be written as,
\[
\rho_{\text{mixed}} = \sum_i p_i |\psi_i\rangle \langle \psi_i|.
\]  

(7)

and it has following properties.

(1) \(\rho_i^{2} \neq \rho_{\text{mixed}}\)

(2) \(\text{tr}(\rho_{\text{mixed}}) = 1\)

(3) \(\text{tr}(\rho_{\text{mixed}}^2) \leq 1\)

(4) \(\rho_{\text{mixed}}^i = \rho_{\text{mixed}}\)

(5) Positive semi-definite

This is not the general form of the density matrix. Any state of any quantum system whether pure or mixed, entangled or not, can be written in this form [37,38].

2.4 Entanglement of Formation

Entanglement is the potential for quantum states to exhibit correlations that cannot be accounted for classically. It’s one of the main properties that allows quantum computer to be more powerful than a classical computer. Similarly, a mixed state, \(\rho\), is entangled if it cannot be written as the convex combination of product (separable) states, i.e.

\[
\rho \neq \sum_i p_i \rho_A^i \otimes \rho_B^i \quad 0 \leq p_i \leq 1, \quad \sum_i p_i = 1
\]

A natural question arises is how can we quantify entanglement in a particular state? It turned out, there are multiple ways one can quantify or define a measure of entanglement on a particular state. For a pure state of 2 qubit, a natural entanglement measure is defined as the Von-Neumann Entropy of either reduced density operator (subsystem) \(\rho_A\) or \(\rho_B\), i.e.

\[
E(|\psi\rangle) = -\text{tr}(\rho_A \log_2 \rho_A) = -\text{tr}(\rho_B \log_2 \rho_B).
\]

(8)

This is equivalent to checking the mixed-ness of the reduced density operator. That is, if the reduced density operator, \(\rho_A\) or \(\rho_B\) is a completely mixed state, then \(\rho = |\psi\rangle \langle \psi|\) is
a maximal entangled state; And if it’s pure state, then \( \rho \) is separable (zero entangled) state. This is the direct result of the Schmidt decomposition.

Example: Consider the composite pure state

\[
\psi = \frac{|00\rangle + |11\rangle}{\sqrt{2}}
\]

then

\[
|\psi\rangle\langle \psi| = \rho = \frac{1}{2} \begin{bmatrix} 1 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 1 \end{bmatrix}
\]

Consider, \( \rho^A \), the reduced density operator, by taking the partial trace of \( \rho \) over \( B \):

\[
Tr_B(\rho) = \frac{1}{2} \begin{bmatrix} Tr \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} & Tr \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \\ Tr \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix} & Tr \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix} \end{bmatrix} = \frac{1}{2} \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} = \frac{I}{2} = \rho^A
\]

Note that \( \rho^A \) is a completely mixed state, since

\[
Tr[(\rho^A)^2] = \frac{1}{2}
\]

Thus, we can say that \( \psi \) is the maximal entangled state. One would get an identical result from computing the Von-Neumann entropy of the reduced density operator,

\[
E(\psi) = -Tr\left( \frac{1}{2} \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \log_2 \left( \frac{1}{2} \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \right) \right) = 1
\]

Note, the entanglement value of a state is always between 0 and 1.
For a mixed state of a bipartite system, defining the entanglement value as the Von-Neumann entropy of the reduced density operator is no longer valid, because each reduced system can now have a non-zero entropy on its own even if there is no entanglement. However, this question has been answered fully by W.K Wootters [27]. Wootters defined an entanglement measure called 'Entanglement of Formation'. It can be thought as quantifying entanglement as a physical resource. Entanglement of Formation takes a fully entangled state, $|\psi\rangle = \frac{|00\rangle + |11\rangle}{\sqrt{2}}$, called the singlet state, as a basis, and defined entanglement of any other pure state by relating it to this basis state. In particular, it quantifies the number of basis states needed to create another state. For example, if it takes 4 copies of the basis state, $\psi$, to create 9 copies of certain state $\psi'$, then the entanglement value of $\psi'$ is $\frac{4}{9}$. This can be generalized to mixed state, $\rho$, in the following way,

$$E(\rho) = \min \sum_{i=1}^{M} \rho_i E(|\psi_i\rangle)$$  \hspace{1cm} (9)

The above formula states that the entanglement of a mixed state $\rho$ is the minimum of the average entanglement of its pure state decomposition. Note that this minimum is taken over all decomposition of $\rho$.

We can introduce the spin-flip transformation before doing the further calculations. The entanglement defined as in equation (8), can be written as,

$$E(|\psi_i\rangle) = E_F(C(|\psi\rangle))$$  \hspace{1cm} (10)

where, $C$ is defined as "concurrence" for pure state.

$$C(\psi_i) = |\langle \psi|\psi_{sf}\rangle|$$  \hspace{1cm} (11)

where, $|\psi_{sf}\rangle = \sigma_y |\psi^*\rangle$. 
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The entanglement of formation is given by as a function of concurrence [42],

\[ E_F(C) = -\frac{1}{2}(1 + \sqrt{1 - C^2})\log_2(\frac{1}{2}[1 + \sqrt{1 - C^2}]) - \frac{1}{2}(1 - \sqrt{1 - C^2})\log_2(\frac{1}{2}[1 - \sqrt{1 - C^2}]) \] (12)

The function \( E_F(C) \) monotonically increasing, and ranges from 0 to 1 as \( C \) goes from 0 to 1 [27]. We use entanglement of formation in order to train the four qubit system for realtime storage.
A neural network is a network of units, designed to take inputs to produce outputs. These units are called as neurons. The neural network consist with only one neuron is a perceptron. If the network consist with more than one neuron,

1. The signal propagates through the Network starting from the input units or,
2. Propagates through the one way towards the output units or,
3. Circulate in the network.

We can understand a neural network by a mathematical way as below.

A neural network can be considered as a directed multipartite composed graph consisting of layers $k = 0, ..., k$. The vertices (Apex) in layer $k$ are connected to vertices in the following layer $k + 1$. Their vertices of the network are said to be "neurons". Each neuron computes a prime non-linear function $f_{w, \alpha} : R^\alpha \rightarrow R$ for which the input values are given by neurons of the previous layer connected it. Where, $w \in R^\alpha$ and $\alpha \in R$ and $w$ can be differ for each neuron.

Consider the example in Figure 1. This neural network consist of 3 layers. Suppose, this network takes input $x \in \{0, 1\}^m$ which is represented as the first layer of neurons. The values of neurons in the hidden layer and the output layer are given by the function $f_{w, \alpha} : R^\alpha \rightarrow [0, 1]$ evaluated on their output. The parameters $w \in R$ and $\alpha \in R$ are called weights and bias. (This can be differ from each other). Output of the network $F^n(x) \in R^n$ is given by the values of neurons in the last layer (see the Figure 2).
The neurons in the first layer do not have any predecessors and their output is set to be the input of the network. $x \in \{0, 1\}^m$. These values of the neurons in the last layer are interpreted as output of the network.

Above network describes a function $F : [0, 1]^m \rightarrow [0, 1]^n$. According to Figure 1, $k = 1$ is set to be the input layer and $k = k$ is set be the output layer. Rest of all $k = 2, .., k − 1$ are said to be hidden layers (the internal structure of the network).
Then this neural network defined a linear map $ws_1 + \alpha$, where $s$ is the input of the neuron. The function that each component has a form $f_{w,\alpha} : \mathbb{R}^\alpha[0,1], y \mapsto \sigma(ws + \alpha)$, where, $\sigma$ is the sigmoid function (discriminatory function).

$$[0, 1]^n = [0, 1] \times \ldots [0, 1] \times \ldots = [0, 1]^n \subset \mathbb{R}^\alpha$$

Thus, neural network generates mapping from one space, to another space and sometimes from input space back to itself. Multilayered networks that associate vectors from one space for vectors of another space called "hetaroassociators". Simply, we can say, the neural network takes a vector in $\mathbb{R}^n$ and maps it in to a point in $\mathbb{R}^m (f : \mathbb{R}^n \rightarrow \mathbb{R}^m)$.

3.1 Perceptron

The simplest type of a neural network is said to be the perceptron (Figure 3), which is used to pattern classification. In this, the free parameters of the perceptron are adjusted.

![Figure 3: This perceptron has $n$ inputs, here $Xk$ implies the $i$-th input, and it has only one output.](image)

The single Neuron in the perceptron produces +1 or -1 as the output, (as a binary classifier). It maps an input $x \in \mathbb{R}^n$ to a binary values as,

$$f(x) = \begin{cases} 0, & \text{if } w^T x + \alpha > 0 \\ 1, & \text{otherwise} \end{cases}$$

where, $w$ are the weights and $\alpha$ is the bias term. This function is said to be an
activation function of the Neural Network. In training of the perceptron, the weight vector and the bias term are obtained. However, if the training set is not linearly separable, the perceptron will not converge. The perceptron can be converged by minimizing the error term (cost function).

\[ E = \frac{1}{2} \sum (y_i - f(x_i))^2 \]  

(14)

The weights and threshold values should be initialized. Weights can be initialized to a random value.

\[ \frac{\partial E}{\partial w_j} = -(y_i - f(x_i))x_j \]  

(15)

Now, change in \( w \), \( \Delta w_j \) is proportional to \( \frac{\partial E}{\partial w_j} \) and it gives,

\[ \Delta w_j = \eta(y_i - f(x_i))x_i \]  

(16)

where \( \eta \) is the learning rate.

### 3.2 Hopfield Network

A Hopfield network is an assemble of perceptron, which was implemented to solve XOR problem. Let’s consider the Figure 4 given below. It shows a Hopfield network with 4 nodes and 4 input. In this circuit, neurons transmit signals back and forth to each other is a closed loop. In this network we assumed that weights of each interconnections are symmetric \( (w_{ij} = w_{ji}) \).
Each node has a state and it can be shown as,

\[
s_i = \begin{cases} 
+1, & \text{if } \sum w_{ij}s_j \geq \theta_i \\
-1, & \text{otherwise}
\end{cases}
\]

where \(s_i\) is the state of a node and \(\theta_i\) is a threshold value corresponding to the node.

The nodes can be activated by either asynchronously and synchronously. In synchronously mode all the neurons are updated at the same time.

Hopfield network has a scalar value, related to each neuron. When a neuron changes its state, the energy of the network will be decreased.

\[
E = -\frac{1}{2} \sum_{ij} w_{ij}s_is_j + \sum_i \theta_i s_i
\]

(17)

If we update the network weight to store a pattern, the energy of the system either decreases or remain the same. While the network minimizing energy, as it becomes stable, it reaches to the training pattern and stops evolving.
CHAPTER 4
REALTIME STORAGE

The main goal is to calculate the entanglement witness for each pattern. In realtime storage, the system is prepared in an initial state, and allowed to evolve for a fixed time. Then the measure is determined at the final time. The patterns are implemented on a four qubit system and here we are considering the map,

$$f : [0, 1]^{16} \mapsto [0, 1].$$  \hfill (18)

This is a modification of the Quantum Neural Network’s performance on the function approximation, for use in pattern storage.

4.1 Dynamic Learning for the Quantum Pattern Storage

A simple quantum gate can be built by using some properties of the interactions between two qubits. The interactions between these two qubits with the coupling can be externally adjusted as a function of time. In this work, we are dealing with a four qubit system and we use the knowledge [8] (bootstrapping) of the two qubit system as an extension of the future work in pattern storage. We can develop a general method for dynamic learning for a multiqubit system in real time. We can find values of the free parameters of the system such that the chosen measurement of the qubits are mapped to the desired functions, for example, classical or quantum logic gates. After that, we find those values such that the ground state of the system has certain desired qualities. Before the implementation of pattern storage, we will derive a dynamic learning technique starting with the density operator.

4.1.1 Time Evolution of Density Matrix

The time evolution of the density matrix is determined by the time evolution of each of the state vector $$|\psi^{(n)}\rangle$$. The time dependent density operator can be written as [38],
\[ \rho(t) = \sum_{\mu=i}^z |\psi^{(\mu)}(t)\rangle \langle \psi^{(\mu)}(t)|. \]  
(19)

An equation of motion for \( \rho(t) \) can be determined by taking the time derivative of both sides of equation.

\[ \frac{\partial \rho(t)}{\partial t} = \sum_{\mu=i}^z \frac{\partial |\psi^{(\mu)}(t)\rangle}{\partial t} \langle \psi^{(\mu)} | t |\psi^{(\mu)}\rangle \frac{\partial \langle \psi^{(\mu)}(t)|}{\partial t} \]  
(20)

However, since Schrodinger Equation (SE) gives us,

\[ \frac{\partial |\psi^{(\mu)}(t)\rangle}{\partial t} = \frac{1}{i\hbar} H |\psi^{(\mu)}(t)\rangle \]  
(21)

Now we can rewrite the equation (20) as,

\[ \frac{\partial \rho(t)}{\partial t} = \frac{1}{i\hbar} \sum_{\mu=i}^z \left[ H |\psi^{(\mu)}(t)\rangle \langle \psi^{(\mu)}| - |\psi^{(\mu)}(t)\rangle H(\langle \psi^{(\mu)}(t)|) \right] \]  
(22)

This is equal to,

\[ \frac{\partial \rho(t)}{\partial t} = \frac{1}{i\hbar} (H\rho - \rho H) \]  
(23)

Therefore, we will have the relationship between the Hamiltonian and the evolution of the density matrix.

\[ \frac{\partial \rho(t)}{\partial t} = -\frac{1}{i\hbar} [H, \rho] \]  
(24)

This equation is known as Quantum Liouville equation [2]. However, \( \rho \) does not actually represent a physical observable. The Quantum Liouville equation can be solved formally as,

\[ \rho(t) = e^{-iHt/\hbar} \rho(0)e^{iHt/\hbar}. \]  
(25)
By introducing the Liouville operator ($\hat{L}$) as a formal solution for the Quantum Liouville equation, $\hat{L} = -\frac{i}{\hbar} \comm{\cdots}{H}$, equation (23) can be rewritten as

$$\frac{\partial \rho}{\partial t} = -i\hat{L}\rho$$

(26)

which has a formal solution,

$$\rho(t) = e^{-i\hat{L}t}\rho(0).$$

(27)

The Hamiltonian for $N$ qubit system can be written as,

$$H = \sum_{\alpha=1}^{N} K_{\alpha} \sigma_{x\alpha} + \varepsilon_{\alpha} \sigma_{z\alpha} + \sum_{\alpha \neq \beta=1}^{N} \zeta_{\alpha\beta} \sigma_{z\alpha} \sigma_{z\beta}$$

(28)

where $\{\sigma\}$ are the Pauli matrices related to each of the qubits ($\sigma_{xA} = \sigma_x \otimes I \ldots \otimes I$, for $N$ qubit system there are $(N-1)$ outer products), $K$ are the tunneling amplitudes, $\varepsilon$ are the biases, and $\zeta$, the qubit-qubit coupling. In our calculations up state and down state are denoted by $|0\rangle$ and $|1\rangle$, respectively. For $N$ qubit states, there are $2^N$ states, each labelled by a bit string each of whose numbers corresponds to the state of each qubit, in order. Above parameters in the system Hamiltonian are interactions in a physical qubit system such as SQUID arrays, and those those are adjustable according to changes in time.

Time evolution of the system is the function of the parameters $\{K, \varepsilon, \zeta\}$. Therefore, if one of them (or more) is changed then the state also is changed because time is changing according to the equations (24) , (27), (28). There is an isomorphism between equation (29) and the equation for information propagation in a neural network

$$\phi_i = \sum_j \omega_{ij} f_j(\phi_i), \quad \phi_{out} = F_W \phi_{in}$$

(29)

where $F_W$ the neural network operator and this is depending on neuron connecting weight matrix $W$, $\phi_{in}$ is the input vector and $\phi_{out}$ is the output vector of the Neural Network.
Note that $W \in \mathbb{C}^n$ since our network takes on complex valued weights. The goal of learning in this context is to control the system via above parameters $(K, \varepsilon, \zeta)$ in order to calculate target output in response to given output. In a quantum neural computer, the input vector is; $\rho(0), t = 0$ initial density matrix when $t = t_f$ the final density matrix $\rho(t_f)$ will give the output. As we mentioned above, the parameters $(K, \varepsilon, \zeta)$ are the weights of the network. By changing these parameters, system can be changed to evolve the time to a particular final state (at $t = t_f$). So we use this set of parameter functions from generalization of three or four qubit systems. We use a quantum machine learning method using a quantum variant of backpropagation [2,8] in time to find these parameter functions that produce desired quantum states. These parameter functions map the input state to an approximated value of the entanglement of formation at the final time $\langle \sigma_zA(t_f)\sigma_zB(t_f) \rangle$.

A learning rule can be derived for a quantum system based on dynamic backpropagation for time dependent networks.

\[
L = \frac{1}{2} \left[d - \langle O(t_f) \rangle \right]^2 + \int_0^{t_f} \lambda(t) \left( \frac{\partial \rho}{\partial t} - \frac{i}{\hbar} [\rho, H] \right) \gamma(t) dt.
\] (30)

Where $L$ is Lagrangian should be minimized, $d$ is target output and $\lambda(t), \gamma(t)$ are Lagrange multiplier vectors. Using above relationship, we want to develop a weight update rule based on gradient descent method.

The output of the neural network,

\[
\langle O(t_f) \rangle = \text{tr}[\rho(t_f)O] = \sum_i p_i \langle \psi_i(t_i) | O | \psi_i(t_i) \rangle = \text{Output}.
\] (31)

Now we take the first variation of the Lagrangian with respect to the density matrix and set it equal to zero in order to obtain the learning rule. Therefore,

\[
\delta L_{\delta \rho} = 0
\] (32)
and then we can have,

\[
\gamma_i \frac{\partial \gamma_j}{\partial t} + \frac{\partial \lambda_i}{\partial t} \gamma_j - i \frac{\lambda_k H_{ki} \gamma_j + i \sum_k \lambda_i H_{jk} \gamma_k}{h} = 0
\]  

(33)

with the boundary conditions at the final time \(t_f\) given by,

\[
-[d - \langle O(t_f) \rangle] O_{ij} + \lambda_i(t_f) \gamma_j(t_f) = 0
\]  

(34)

By using gradient descent method (see the Figure 5), we can minimize \(L\) by iteratively in direction of steepest as defined by the negative of the gradient.

Hence, we can derive the gradient descent learning rule to minimize the \(L\) with respect to \(w\) as below in equation 35,
\[ w_{new} = w_{old} - \eta \frac{\partial L}{\partial w} \]  

(35)

where, \( \eta \) is the learning rate. If the learning rate is low, then training is more reliable but the optimization takes a lot of time. If the learning rate is high, then training may not converge or even diverge. Now we may write,

\[
\frac{\partial L}{\partial w} = \frac{i}{\hbar} \int_0^{t_f} \lambda^\dagger(t) \left[ \frac{\partial H}{\partial w}, \rho \right] \gamma(t) dt
\]

(36)

Because of the Hermiticity of the Hamiltonian, \( H \) and the density matrix \( \rho \), \( \lambda_i \gamma_j = \lambda_j \gamma_i \) and \( \frac{\partial L}{\partial w} \) given by the equation (39) will be real numbers,

\[
\frac{\partial L}{\partial w} = \frac{i}{\hbar} \int_0^{t_f} \sum_{ijk} (\lambda_i(t) \frac{\partial H_{ik}}{\partial w}, \rho_{kj} \gamma_j - \lambda_i(t) \rho_{ik} \frac{\partial H_{kj}}{\partial w} \gamma_j) dt.
\]

(37)

when we are considering the Hamiltonian of the four qubit \( (A, B, C, D) \) system, we can train the system for a symmetric measure. Therefore, we can observe the \( K_A = K_B = K_C = K_D \), as well as for the \( \epsilon \) and \( \zeta \) parameters. But we have to distinguish among entanglement between qubits, A and B, between B and C, between A and D, between B and C, between B and D, and between C and D. Therefore, for four qubit system, there are six possible pairs.

We can use two qubit system to have values for entanglement witness by using the Wootters equation (equation 12) and those are the target values. However, for \( N \) qubit system, it should be trained on four input states for each of the \( \binom{N}{2} \) pairs. The four input states are,

(1). The Bell State, \( \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 0 & 0 & 1 \end{bmatrix}^T \). Entanglement = 1

(2). P- state, \( \frac{1}{\sqrt{3}} \begin{bmatrix} 1 & 1 & 1 & 0 \end{bmatrix}^T \). Entanglement = 0.44

(3). Flat state, \( \frac{1}{\sqrt{4}} \begin{bmatrix} 1 & 1 & 1 & 1 \end{bmatrix}^T \). Entanglement = 0

(4). Product state, \( \frac{1}{\sqrt{1.25}} \begin{bmatrix} 0 & 0 & 0.5 & 1 \end{bmatrix}^T \). Entanglement = 0
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Now, we have \((6 \times 4) = 24\) training pairs (Figure 6). For example, the \(Bell_{AB}\) state can be taken as,

\[
Bell_{AB} = \frac{1}{\sqrt{2}}(|0000\rangle + |1100\rangle),
\]

and was trained to give an output of 1 for the network output measure 
\[
O_{AB} = \langle \sigma_z(t_f) \sigma_z(t_f) \rangle^2.
\]

And the other output measures \(O_{\alpha\beta}; \alpha\beta \neq AB\) should be zero.

\[
\begin{array}{ccc}
AB & ABC & ABCD \\
AC & ABD & \\
AD & ACD & \\
BC & BCD & \\
BD & \\
CD & \\
(a) & (b) & (c)
\end{array}
\]

Figure 6: The possible entanglement states for a four qubit system. (a) There are 6 pairwise entanglements, which we are using in future calculations in realtime storage. (b) four 3-way entanglements. one GHZ (Greenberger-Horne-Zeilinger state) state.

For pattern storage, we find the parameters necessary such that a state in which the desired pattern, as represented by a set of line segments connecting entangled qubits, is stored via pairwise entanglements of those qubits (Figure 7).
Now we can divide Letter "N" in to three segments as shown in figure 8. The Letter "N" is a combination of AB, BD and CD line segments.

Figure 8: Encode the letter N using pairwise entanglement.

If we use Bell state to encode the letter "N", we can write it as,

\[
|N\rangle = \frac{1}{\sqrt{6}}(|AB\rangle + |BD\rangle + |CD\rangle)
\] (39)

\[
|N\rangle = \frac{1}{\sqrt{6}}(|0000\rangle + |1100\rangle + |0000\rangle + |0101\rangle + |0000\rangle + |0011\rangle)
\] (40)

After we trained the spin system, determining the parameter functions, those results can be used to test for other states. The Hamiltonian that we are determining in this approach, is said to be the Hamiltonian of the entanglement witness \(H_{ew}\). In the testing
process, we use $H_{ew}$ to calculate the correlation between two qubits relate to the input state. For example, the correlation between A and B in letter "N" state is given by $\text{tr}(|N(t_f)\rangle\langle N(t_f)| M_{AB})^2$.

4.1.2 Training Results

Training of the four qubit system required 200 epochs (to train the entire training) and the learning rate $\eta$ was taken as $6.2 \times 10^{-6}$ with 251.46 ns total time. The asymptotic error was found as 2.09% as shown in Figure 9. Figure 10 shows the evolution of the qubit-qubit coupling as a function of time and we found that $\zeta(t_f = 251.4648ns) = 10^{-4}J$. We found that, the tunneling parameter at final time as $K(t_f = 251.4648ns) = 2.5 \times 10^{-3}J$, and Figure 11 shows the evolution of the tunneling parameter as a function of time. Finally, the evolution of energy bias is shown in Figure 12 and its value at final time was found as $\varepsilon(t_f = 251.4648ns) = 9.95 \times 10^{-5}J$. 
Figure 9: The mean square error of the training of the four qubit system as a function of epoch. The asymptotic error was 0.0209. The learning rate was $6.2 \times 10^{-6}$. J.
Figure 10: The trained parameter function $\zeta$ of four qubit system as a function of time. $\zeta = 10^{-4} J$. The total time was 251.4648 ns.
Figure 11: The trained parameter function $K$ of four qubit system as a function of time. $K = 2.5 \times 10^{-3} J$. The total time was 251.4648 ns.
Figure 12: The trained parameter function of four qubit system as a function of time. \( \varepsilon = 9.9556 \times 10^{-5} J \). The total time was 251.4648 ns.
CHAPTER 5
QUANTUM ANNEALING

In Quantum Annealing approach, we are storing patterns by reducing to the ground state of a system of interacting spins via using machine learning method as a solution for this computational problem. Quantum annealing is an effective technique of finding the global minimum of a given function. In Quantum Annealing, we start from "flat" state and allow system to anneal to desired state (pattern) via imaginary time evolution. Thus, the Hamiltonian of each pattern can be determined. Therefore, this is an inverse process of Adiabatic Quantum Computing (AQC). In previous chapter, we showed that the patterns can be stored using realtime evolution.

5.1 Superconducting Quantum Interference Device (SQUID)

To store patterns in a ground state we need a programmable quantum spin system which we could control individual spins and their couplings. The SQUID arrays are made by a superconducting wires, as an example, D-wave 2X\textsuperscript{TM}, Niobium (Nb) conductors are used [49]. According to the Figure (13), there are two superconducting loops which are controlled by an external flux bias $\phi_1x$ and $\phi_2x$. The lowest energy state (two minima) of the system are expressed by $|\uparrow\rangle$ and $|\downarrow\rangle$ and those are depending on the direction of the current in the loop. The energy gap between two minima is manipulated by $\phi_{1X}$ [48]. In this work we show that the patterns can be stored in the lowest energy configuration of a SQUID array.
5.2 Adiabatic Quantum Computing

Adiabatic quantum computing is used to find the global minimum of a given function $f$, by slowly transforming the Hamiltonian at $t = 0$ to the problem Hamiltonian at $t = t_f$. The energy of the eigenstate of the Hamiltonian is minimized and therefore, the function $f$ has domain $\{0, 1\}^n$. Thus, in an adiabatic process, $f: \{0, 1\}^n \to [0, \infty]$, where $\min_x f(x) = f_{\min}$ and $f(x) = f_{\min}$ if and only if $x = x_0$. Let's consider the Hamiltonian for a given below [28,30].

$$H(\lambda) = (1 - \lambda(t))H_0 + \lambda(t)H_f$$  \hspace{1cm} (41)

According to the above transformation, the ground state of the initial Hamiltonian $H_0$ will slowly evolve to the ground state of $H_f$, by increasing $\lambda$ (see the Figure 14).
Figure 14: In Adiabatic Quantum Computing, the system starts in the ground state of an initial Hamiltonian and after the adiabatic changes, it will end up in the ground state of the final Hamiltonian (at $t = t_f$).

When solving global optimization problems with a machine, such as D-wave 2X, quantum annealing algorithms are implemented. We use a quantum annealing algorithm which is an inverse adiabatic quantum computational approach to store patterns on the ground state. Then we can compute the problem Hamiltonian at the ground state (see the Figure 15).
5.3 Training A Spin System with the Imaginary Time Code

In order to obtain the global minimum, we have to derive the learning rule as we discussed in chapter IV. Therefore we can start it from the formal solution we have obtained in for the Schrodinger Equation (see the equation 24).

The solution for the equation (24) can be written as for constant $H$

$$\rho(t) = \exp(iHt/\hbar)\rho(0)\exp(-iHt/\hbar)$$  \hspace{1cm} (42)

Analytically, above solution can be changed by replacing imaginary time ($t \rightarrow i\beta\hbar$), so that this result becomes as the density matrix of a specific pattern (or letter) as a function of inverse temperature.

$$\rho(\beta) = \exp(-\beta H)\rho(0)\exp(\beta H)$$  \hspace{1cm} (43)

where $\beta = \frac{1}{kT}$ is the inverse temperature in units of Boltzmann’s constant. Now, using the interaction picture, the Hamiltonian can be split into two parts, one in real
time and one in imaginary time. The Schrodinger equation can be integrated numerically in
real time to find the time evolution of $\rho_s(t)$ ($s$ represents the Schrodinger picture). And the
temperature dependence can be found with ($I$ represents the interaction picture),

$$\rho_I(t, \beta) = \exp(-\beta H) \rho_S(t) \exp(\beta H).$$

Using above relationships, we want to develop a weight update rule based on "gradient
descent" method by constructing the Lagrangian as in equation (45). Therefore the
Lagrangian to be minimized,

$$L = \frac{1}{2} |\rho_{Ides} - \rho_I(t)|^2 + \int_0^{t_f} \lambda^\dagger(t) \exp(-\beta H) \left( \frac{\partial \rho_s}{\partial t} - \frac{i}{\hbar}[\rho_s, H] \right) \exp(\beta H) \gamma(t).$$

where $\rho_{Ides}$ is the density matrix of the final state of the letter (pattern). As we
explained in the chapter IV, we change the parameters $(K, \varepsilon, \zeta)$, with time and also the
inverse temperature $\beta(t)$. We take the first variation of the Lagrangian $L$ with respect to $\rho,$
and take the integral by parts of the $\delta L_{\delta \rho} = 0$, in order to obtain the learning rule which
has the boundary condition $-\left[\rho_{Ides} - \rho_I(t_f)\right]_{ji} + \lambda_i(t_f)\gamma_j(t_f)$ at final time. Therefore vector elements of the Lagrange multipliers can be calculated and we can have the learning rule as below.

$$\gamma_i \frac{\partial \gamma_j}{\partial t} + \frac{\partial \lambda_i}{\partial t} \gamma_j - \frac{\iota}{\hbar} \sum_k \lambda_k H_{ki} \gamma_j + \frac{\iota}{\hbar} \sum_k \lambda_k H_{jk} \gamma_k$$

(46)

Therefore we can write the gradient descent rule for each parameter (here $\eta$ is the
learning rate)

$$w_{New} = w_{Old} - \eta \frac{\partial L}{\partial w}$$

(47)

$$\frac{\partial L}{\partial w} = \frac{\partial}{\partial w} \left\{ \int_0^{t_f} \lambda^\dagger(t) \left( \frac{\partial \rho_s}{\partial t} - \frac{i}{\hbar}[\rho_s, H] \right) \gamma(t) \right\} dt$$

(48)
The Hamiltonian, density matrix and derivative of the Lagrangian with respect to weights are real numbers because of the Hermiticity. So that the derivative of the Lagrangian can be written as,

\[
\frac{\partial L}{\partial w} = \left. \frac{\partial L}{\partial w} \right|_{\beta=0} + \int_0^{t_f} \beta(t) \lambda^\dagger(t) \left\{ \frac{\partial}{\partial t} \left[ \rho_I, \frac{\partial H}{\partial w} \right] - \frac{i}{\hbar} \left[ \left[ \rho_I, \frac{\partial H}{\partial w} \right], H \right] \right\} \gamma(t) dt \\
+ \frac{\beta_f}{t_f} \int \lambda^\dagger(t) \left[ \rho_I, \frac{\partial H}{\partial w} \right] \gamma(t) dt \quad (49)
\]

Note that the first correction term is of the same form as the original, but with the commutator playing the role of the density matrix.

5.3.1 Analysis and Results

Generally, the large SQUID arrays are initialized to a coherent equal superposition of all basis state (flat state). In charge basis, density matrix of flat state for N-qubit system is \( \rho_{flat} = \frac{1}{2^N} \prod_{i=1}^{N} (|0\rangle + |1\rangle) \otimes (|0\rangle + |1\rangle) \). In the optimization process, the annealing machine maps the flat state to the desired state (pattern) state by integrating the Schrodinger equation. In a four qubit system, we trained the spin system for Letter N, L, Z and X in the ground state with approximately 1.5% RMS error (see the figure 16). With the extension of this algorithm up to five and six qubit systems, 14 patterns had been successfully stored on the ground state (see the table 1). After this calculations, noise and coherence are added to the density matrix in order to check the robustness of the QNN output for the damaged data.
Table 1: QNN output to encoded states of different letters in 4, 5 and 6 qubit systems.

<table>
<thead>
<tr>
<th>Number of Qubits</th>
<th>Pattern</th>
<th>Epoch</th>
<th>RMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>N</td>
<td>50</td>
<td>0.0171</td>
</tr>
<tr>
<td>4</td>
<td>Z</td>
<td>50</td>
<td>0.0107</td>
</tr>
<tr>
<td>4</td>
<td>X</td>
<td>50</td>
<td>0.0163</td>
</tr>
<tr>
<td>4</td>
<td>O</td>
<td>50</td>
<td>0.0153</td>
</tr>
<tr>
<td>4</td>
<td>L</td>
<td>50</td>
<td>0.0140</td>
</tr>
<tr>
<td>5</td>
<td>Pentagram</td>
<td>60</td>
<td>0.0240</td>
</tr>
<tr>
<td>5</td>
<td>K</td>
<td>60</td>
<td>0.0283</td>
</tr>
<tr>
<td>6</td>
<td>F</td>
<td>60</td>
<td>0.0279</td>
</tr>
<tr>
<td>6</td>
<td>H</td>
<td>60</td>
<td>0.0149</td>
</tr>
<tr>
<td>6</td>
<td>I</td>
<td>60</td>
<td>0.0149</td>
</tr>
<tr>
<td>6</td>
<td>S</td>
<td>60</td>
<td>0.0150</td>
</tr>
<tr>
<td>6</td>
<td>R</td>
<td>60</td>
<td>0.0149</td>
</tr>
<tr>
<td>6</td>
<td>Z</td>
<td>60</td>
<td>0.0158</td>
</tr>
<tr>
<td>6</td>
<td>J</td>
<td>60</td>
<td>0.0158</td>
</tr>
</tbody>
</table>

5.4 Robustness to Noise and Decoherence

Quantum systems are not isolated and can be affected by noise. That means each of the elements of the density matrix that we have defined for each letter state contain some uncertainties. Since we are working with the simulations, we can isolate the different effects of noise and decoherence. Therefore, a perturbation ($\delta A$) is added to the density matrix (see the equation 50). Noise perturbation is referring to a random (uncorrelated) magnitude of a given size, and the phase perturbation is referring to a random phase. In general, both effects will be present.

$$\rho_I(t, \beta) = \exp(-\beta H)(\rho_S(t) + \delta A)\exp(\beta H).$$  \hspace{1cm} (50)

After we add the noise to the density matrix of the letter state, the system is allowed to evolve and then the perturbed density matrix at the final time ($t = t_f$) is obtained in order to calculate the correlations of each pair. In this work, we are considering only a four qubit system. The correlation of each pair (for example AB), can be determined from $tr[(\rho(t_f)\sigma_{zA} \otimes \sigma_{zB})^2]$ and each pair will be illustrated on a 2-D plane. We trained 5 Letters...
(patterns) with several noise levels. For very large noise levels, there are less possibility to recognize the character (see Figure 18). According to these results, quantum neural network recalls the stored damaged letters successfully from 0 to 0.01 noise levels. However, at large noise levels ($\gg 0.1$), character recognition is greatly reduced. Experimentally, we were able to show that the RMS error is bounded at large noise powers (see Figure 16).

![RMS vs Noise graph](image)

Figure 16: For the large noise levels, the RMS error reaches its maximum value. This shows that, QNN output is robust to noise and decoherence.

### 5.4.1 Recalling Patterns Using Qubit-Qubit Correlations

To demonstrate the patterns which have been encoded by pairwise entanglement, we can consider the correlations between each pair of qubits in a N qubit system. We represent the correlation by a line segment drawing between the $i$-th qubit and the $j$-th qubit ($e_{ij}; i \neq j$) such that the width of the line segment ($w$) proportional to $e_{ij}$.

\[
w \propto e_{ij} = tr[(\rho(t_f)\sigma_{zi} \otimes \sigma_{zj})^2]
\]  

(51)

For example, if we have the following combination according to equation 52,
The letter "N" can be implemented as shown in Figure 7. The correlations between AB, BC and CD should be significantly greater than the correlations between AD, BD and AC. According to Figure 18, letter X shows more robustness than others because it is very easy to train BD and AD. But, training AB and AD with a low correlation between B and D qubits is harder than training letter X.

Figure 17: Training the annealing of the four-qubit system from flat state to letter N state. This graph shows the root mean squared error for training as a function of epoch. The asymptotic error was 0.0283 and the learning rate was $1.2 \times 10^{-6} J$. 

$$e_{AB}, e_{BD}, e_{CD} \gg e_{AD}, e_{BC}, e_{AC}$$ (52)
<table>
<thead>
<tr>
<th>Noise</th>
<th>X</th>
<th>N</th>
<th>L</th>
<th>Z</th>
<th>O</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="image3.png" alt="Image" /></td>
<td><img src="image4.png" alt="Image" /></td>
<td><img src="image5.png" alt="Image" /></td>
</tr>
<tr>
<td>.0005</td>
<td><img src="image6.png" alt="Image" /></td>
<td><img src="image7.png" alt="Image" /></td>
<td><img src="image8.png" alt="Image" /></td>
<td><img src="image9.png" alt="Image" /></td>
<td><img src="image10.png" alt="Image" /></td>
</tr>
<tr>
<td>.005</td>
<td><img src="image11.png" alt="Image" /></td>
<td><img src="image12.png" alt="Image" /></td>
<td><img src="image13.png" alt="Image" /></td>
<td><img src="image14.png" alt="Image" /></td>
<td><img src="image15.png" alt="Image" /></td>
</tr>
<tr>
<td>.01</td>
<td><img src="image16.png" alt="Image" /></td>
<td><img src="image17.png" alt="Image" /></td>
<td><img src="image18.png" alt="Image" /></td>
<td><img src="image19.png" alt="Image" /></td>
<td><img src="image20.png" alt="Image" /></td>
</tr>
<tr>
<td>.05</td>
<td><img src="image21.png" alt="Image" /></td>
<td><img src="image22.png" alt="Image" /></td>
<td><img src="image23.png" alt="Image" /></td>
<td><img src="image24.png" alt="Image" /></td>
<td><img src="image25.png" alt="Image" /></td>
</tr>
<tr>
<td>.075</td>
<td><img src="image26.png" alt="Image" /></td>
<td><img src="image27.png" alt="Image" /></td>
<td><img src="image28.png" alt="Image" /></td>
<td><img src="image29.png" alt="Image" /></td>
<td><img src="image30.png" alt="Image" /></td>
</tr>
</tbody>
</table>

Figure 18: The illustrations of patterns (Letters) X, N, L, Z and O in different noise levels. When the noise level is 0.05 and 0.075 letters L, Z and O are cannot be distinguished.
CHAPTER 6
CONCLUSIONS

We have presented a new approach for pattern storage via pairwise entanglement in a multiqubit system. There is a limit of the number of characters that can be stored with a 4 qubit system but, theoretically, the quantum neural network can be generalized to large qubit systems. Hence, entanglement can be used to read out as many different characters and shapes with real time evolution. Using real time evolution of a quantum system, we successfully trained four letters (X,Z,O,N and L) on the ground state of a four qubit system with approximately 2% RMS error.

We were also able to show that patterns can be stored in a SQUID array by annealing and determined the problem Hamiltonian to produce the desired state at the ground state. It turns out that, training an artificial spin system by using inverse quantum annealing is much easier that the real-time evolution. In this work, we trained 14 characters in 4,5 and 6 qubit systems, with around 1.5% RMS error. Those 14 patterns were stored on the ground state via mapping by starting from the flat state at zero noise level.

It is shown that, the quantum neural network calculations are robust to both noise and decoherence when storing damaged patterns up to 6 qubit system. Quantum processors such as D-wave 2X, contains 1000 qubits. According to this work, training images and the system is more robust to noise and decoherence as the size of the system increases. As the number of qubits increases the number of epochs required for training decreases, even though the total time of simulation goes up. Therefore, in a proper hardware, these simulations can be extended successfully in pattern storage at the lowest energy level even with noise and decoherence.
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APPENDIX A

PAULI MATRICES

The Pauli matrices (Pauli spin matrices) are set of $2 \times 2$ complex matrices which are Hermitian and Unitary. Those are,

\[
\sigma_x = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}
\]

\[
\sigma_y = \begin{bmatrix} 0 & -i \\ i & 0 \end{bmatrix}
\]

\[
\sigma_z = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}
\]

\[I = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}\]
Suppose $V$ and $W$ are vector spaces of dimensions $m$ and $n$ respectively. And also $V$ and $W$ are Hilbert spaces. Then $V \otimes W$ is an $mn$ dimensional vector space. The elements of $V \otimes W$ are linear combinations of "tensor products" $|v\rangle \otimes |w\rangle$ of $V$ and $W$. If $|i\rangle$ and $|j\rangle$ are orthonormal bases for the spaces $V$ and $W$ then $|i\rangle \otimes |j\rangle$ is basis for $V \otimes W$. Tensor product satisfies the following basic properties.

(1). For any arbitrary scalar $z$ and elements $|v\rangle$ of $V$ and $|w\rangle$ of $W$,

$$z(|v\rangle \otimes |w\rangle) = (z|v\rangle) \otimes |w\rangle = |v\rangle \otimes (z|w\rangle).$$  \hspace{1cm} (53)

(2). For arbitrary $|v_1\rangle$ and $|v_2\rangle$ in $V$ and $|w\rangle$ in $W$,

$$(|v_1\rangle + |v_2\rangle) \otimes |w\rangle = |v_1\rangle \otimes |w\rangle + |v_2\rangle \otimes |w\rangle$$ \hspace{1cm} (54)

(3). For arbitrary $|v\rangle$ in $V$ and $|w_1\rangle$ and $|w_2\rangle$ in $W$,

$$|v\rangle \otimes (|w_1\rangle + |w_2\rangle) = |v\rangle \otimes |w_1\rangle + |v\rangle \otimes |w_2\rangle.$$  \hspace{1cm} (55)