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ABSTRACT

In the recent decade, the e-health care industry has seen a rapid growth in state-of-the-art advancement in many related fields. The ability of biosensors to stimulate and continuously monitor vital organs has proven to be helpful for various medical conditions ranging from seizures to cancer. To build devices with such capabilities, challenges in various domains, such as biocompatible materials, low-power wireless communication, processing, and sensing techniques, must be solved. Most of the proposed device models have used a single energy source for powering and communication, without the implementation of error-correction/detection techniques, thus limiting the communication range to millimeters. This work proposes a bio-mote, a model of a communication device that can circulate inside the human body and communicate with a wearable or handheld device such as a cell phone. The proposed model has integrated low-power modulation, powering, and error-correction techniques in order to communicate with an external device that is placed at a distance in the centimeter range. Assuming the human body to be an additive white Gaussian noise (AWGN) channel and with an implant coil radius of 30 µm, performance of the proposed model has been analyzed using MATLAB. A maximum communication range of 5 cm with a bit error rate (BER) of 0.0001 has been achieved.
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1.1 Motivation

Imagine if you could monitor the function of your vital organs in real time on your cell phone, by measuring their temperature, concentration of glucose, oxygen, and other chemicals. Cell phones have access to servers with tremendous processing power and memory, capable of analyzing very large amounts of data in a very short time and looking for abnormalities. If these capacities could be utilized, the physician and laboratory both could be brought to your cell phone. Cancer tumors could be detected in an early stage when the chance of survival is high, heart attacks could be avoided by early alerts, and so on. The key to this new era of health care is the production of tiny devices that can take measurements inside the body and communicate that information to our cell phones or wearable devices. Such devices are also the gateway to nanomedicine by enabling nanorobots and smart drug delivery, among others.

Most papers have proposed to implement a network of such small devices in the body. But in order to implement a network, each of these devices should have the capability of implementing networking protocols, which demand that the devices have processing and storage capabilities. It is not feasible to fulfill these demands with the limited amount of power available using the present state-of-the-art implantable medical device (IMD) semiconductor. It is not rational to implement a network of sensors if an individual sensor does not possess such a capability. Despite the tremendous effort in nanocommunications and miniaturized medical implants, we are still far from designing such devices, even in microscale.

All of this provides the motivation to further investigate various approaches in order to achieve miniaturized medical implants that can individually sense and communicate, rather than
a network with an external device that could also help in taking a step further in realizing the implementation of a network of sensors.

1.2 Problem Description

In the literature, the communication range of most IMDs is limited to a few millimeters, which is not sufficient for deep-tissue measurements. The work in this thesis focuses on improving the communication range from millimeters to centimeters on a microscale implementation.

1.3 Contribution

The main aim of this paper is to achieve a communication distance in the range of a few centimeters. The main contributions of the paper are as follows

- Proposal for a hybrid powering and communication model called a bio-mote, a device that can communicate in the range of few centimeters.
- Inclusion of error-control coding on the bio-mote to improve performance.
- Performance comparison of different error-coding and modulation techniques:
  - Amplitude-shift keying (ASK) and Hamming code (15, 11)
  - ASK and Reed-Solomon (RS) codes (31, 26)
  - Binary phase-shift keying (BPSK) and Hamming code (15, 11)
  - BPSK and RS codes (31, 26)

1.4 Organization

This paper is organized as follows: Chapter 2 provides a brief overview and literature review on various techniques of powering and communication systems. Chapter 3 explains the proposed system and related parameters. Here, a hybrid system for powering and communication is proposed, and the parameters related to analyze the build blocks involved in the proposed
system are explained in detail. Chapter 4 discusses in detail the modeling and analysis of the proposed ultrasound system used for powering and the Magnetic Induction (MI) for communication. In Chapter 5, the proposed system is modeled in MALAB to evaluate its performance.
CHAPTER 2

LITERATURE REVIEW

The main aspects of any implantable communication device are powering, communication, and sensing. Various techniques that have been adopted in order to power an implantable device wirelessly and communicate with an external device are presented in this chapter. Most techniques discussed below can be used for both powering as well as communication.

2.1 Powering

Following the conception of “smart dust” or “mote” [1], a major hurdle in implementing these devices was the size of the required power source. While the technology node in semiconductor fabrication has decreased more than 20 times since then, the battery technology has not shared the same miniaturization rate. However, since space is so precious on an implantable medical device, it would be advantageous if the battery or piezo-electric component could be removed all together and the IMD could be designed as a passive device powered on from the outside only.

For this purpose, external powering through ultrasound or magnetic induction are the most extensively studied and implemented methods for both communication and powering interchangeably. Individually these methods have advantages and disadvantages depending upon the purpose (powering or communication) and the medium (air or water) in which they are working. Figure 1 shows a range of power consumption required by applications of various scales.
Figure 1. Range of power consumption required by applications of various scales [2].

Power is the most important factor of an implantable device, since the amount of it available determines the capabilities. For most IMD’s the power requirement would be a range between $\mu$W to mW. Different approaches to powering bioimplants taken up in the literature are shown in Figure 2. The most traditional approach is batteries. Conversion of chemical energy to electrical energy can be done using micro bio-fuel cells (using glucose), similar to the concept of daily-usage batteries.

Figure 2. Approaches towards powering bioimplants [3].
The main disadvantage of using a battery in an IMD is its lifespan, since it is very difficult to replace once inserted inside the body. The toxic nature of battery materials is also a concern. The limited life span and toxicity makes the battery a less attractive option as a primary power source. Therefore, alternative techniques for energizing implantable micro devices are needed. The two major approaches taken in the literature are energy harvesting and wireless powering.

2.1.1 Energy Harvesting

Energy-harvesting techniques in order to utilize various forms of energy, such as solar, wind, etc., to generate power for applications that have very large energy requirements have been evolving in recent years. Similarly, the human body is the source of various forms of energy: chemical, kinetic, heat, etc. The available power that has been evaluated from various human activities is as follows: 1 W for breathing, 0.93 W from blood pressure, 35 W from upper-limb motion, and 67 W from walking at the rate of two steps per second [4], which is more than enough to power an IMD with power requirements that are significantly below these numbers. Energy-harvesting techniques have become an attractive alternative source to running low-power biomedical implants, and these techniques have gained considerable attention in recent years [5]. Various IMDs have been studied and tested in order to harvest a part of the energy that is produced in the human body. Techniques such as nanoenergy harvesting with today’s state-of-the-art research requires an area of a few mm² to provide only 1 µW [6, 7]. Harvested piezoelectric energy could potentially power active IMDs [8]. When placed in a blood vessel, a piezoelectric device can translate the mechanical energy of blood pressure to electrical energy. Various other forms of chemical, thermal, electrostatic, and mechanical energy can also be harvested from the human body [9]. Despite promising advantages from
results in this field, the present state of the art in energy harvesting inside the human body is not mature enough and reliable for powering an IMD [10, 11, 12, 5]. Every form of energy harvesting has its own limitations; for example, harvesting through piezoelectricity is limited to a very few locations inside the human body, such as temperature-based harvesting (thermal) produces very minimal output, etc. [13]. Energy harvesting from the human body is typically more difficult than energy harvesting in the industrial environment primarily due to the size constraint [5].

2.1.2 Optical

Optical-based devices operate in the infrared or near-infrared region [14] and can be used as a source of both powering and communication. The major advantage of using optical-based devices for IMD is their ability to be minimized without compromising the efficiency of the device, which is not the case with ultrasound, or inductive-based powering. [15, 16, 17]. Photovoltaic (PV) cells and light-emitting diodes (LEDs) are the generally used transducers for optical-based charging and communication. In the work of Aktan et al. [18], a practical design of a microsystem has been demonstrated, by aligning an on-chip PV cell with the tip of an optical fiber for powering and a separate laser diode for communication. In the work of Haydaroglu and Mutlu [19], a PV cell was replaced by an LED, due to its efficiency in that it can be used for both communication and energy harvesting and has been integrated to an ASIC of dimensions 350 x 350 \( \mu m^2 \), 230 x 210 \( \mu m^2 \). Ayazian and Hassibi [20] used PV cells with dimensions in \( mm^2 \) as transducers to generate power using the ambient light passing through tissue. With their design, they were able to harvest power in the range of a few \( \mu W \)'s of power in bright light conditions with a 40-dB optical loss. An energy-autonomous and fully integrated complementary metal oxide semiconductor (CMOS) implantable sensor of dimensions 2.5 x 2.5 \( mm^2 \) has also been
demonstrated [21], with the capability of harvesting a few µW’s of energy using PV cells using the ambient light passing through tissues and polarized electrodes for communication. An optically powered single-channel retinal implant was developed and tested for epi-retinal stimulation using micromachining techniques [22]. When activated by short impulses of infrared light, these implants could generate a current of 100 µA. Radio frequency (RF) tags with on-chip silicon photodiodes of miniaturized dimensions of $500 \times 500 \mu m^2$ sizes were powered using a laser beam of RF tags [23]. Mujeeb-U-Rahman et al. [24] demonstrated and validated N-well-based CMOS-integrated PV devices to harvest optical energy when concentrated laser light was used as the power source. Furthermore, optical-based data communication was demonstrated on the same platform using an ultra-small vertical cavity surface-emitting laser (VCSEL) through the same platform. Stacked and individual voltage recordings of up to 1.2 V at a distance of 3 mm in tissues were observed using N-well-based CMOS photodiodes of dimensions $30 \mu m \times 30 \mu m$, $100 \mu m \times 100 \mu m$, and $500 \mu m \times 500 \mu m$. In most of these studies, the major advantage is the ability to miniaturize the device that can harvest optical energy at microscale. The major disadvantage is that the optical source must be focused and concentrated in order to achieve an adequate amount of power, which is not always possible when numerous sensors are placed in the body for monitoring. In most cases, the source of powering is a laser, the irradiation of which could raise the skin temperature. Because optical devices operate in the higher frequency spectrum, the power loss is high.

2.1.3 Ultrasound

Ultrasound consists of acoustic waves with a frequency of more than 20,000 cycles per second. It can be used as a source of both powering and communication. Acoustic waves are vibrations of molecules or atoms of the propagation medium. These vibrations are organized in a
sinusoidal fashion. Acoustic waves are the transmission technology of choice for underwater communications, since they are known to propagate better than their RF counterpart in a medium composed mainly of water [25, 26, 27]. Acoustic waves typically belong to a frequency range between 0 and 100 kHz, and have been successfully used for underwater communications since World War II [28]. Ultrasound has the advantage when compared to its counterpart radio frequency, due to its lower speed in human tissue (1500–200m/s) and much smaller wavelengths, which help in implementing more directional transmitters and receivers at lower frequencies [29], their immunity towards electromagnetic radiation, lower absorption in human tissues when compared to RF which gets absorbed significantly. Attenuation of ultrasonic waves operating at 1 Mhz for a distance over a 10–20 cm link is in the range of 10–20 dB, whereas attenuation for RF waves operating at 2.4 Ghz in the industrial, scientific, and medical (ISM) radio band is in the range of 75–130 dB [30].

On average, 65% of the human body consists of water. The Food and Drug Administration (FDA) allows an intensity of 7.2 mW/mm for diagnostic ultrasound applications [33], which is about two orders of magnitude higher than the safe RF exposure limit in the body (10–100 W/mm [32, 33]). Consequently, ultrasound is used for various medical purposes. Many medical imaging techniques use ultrasound for non-invasive diagnosis applications in which the echo of the transmitted ultrasound is analyzed to create an image of the target applications such as examining fetus development in women, scanning for tumors in breast cancer patients, and employing physiotherapy (PT) for purposes of producing heat in tissues [34, 35]. This widespread use for imaging and medical purposes has led to the development of various types of ultrasound transducers. An ultrasound transducer is a device that can convert an AC signal into
ultrasound and vice versa. Medical imaging primarily uses ultrasound in frequencies ranging between 3 and 6 MHz.

The advantage to better propagating in water than any other waves (RF, optics) (i.e., acoustic waves at non-audible frequencies, above 20 kHz) makes ultrasound feasible to provide support for both communication and powering in the human body. Ultrasound has been studied to power IMDs [36, 37, 38, 39, 40, 41]. In the work of Charthad et al. [42], ultrasound was used to power an implant with a transducer 1.4 mm thick and 1 mm in diameter. Here, power of 100 μW was successfully delivered at 3 cm using a commercial transmitter operating at a frequency of 1 Mhz. In the work of Meng and Kiani [43], an ultrasonic link was simulated using a printed circuit board in which a power transfer efficiency (PTE) of 2.11% was achieved at a distance of 3 cm using a transducer of dimensions 1 mm³ operating at 1.8 MHz.

Galluccio et al. [31] successfully demonstrated a proof-of-concept for a hybrid bi-directional implant of mm-scale dimensions placed in chicken meat with an acoustic intensity of 0.36 mW/mm², which is 5% of the FDA limits. The implant was powered using ultrasound and RF (UWB pulses) to communicate with an external receiver and could support a direct current (DC) load power of 100 μW with dimensions of 4 mm x 7.8 mm. A study on wireless power transfer using ultrasound operating at 1 MHz frequency was demonstrated in the work of Mazzilli et al. [44], where a PTE of 2.3% was achieved in water without the use of any phantom material and a drop of 1.6% using phantom material at a distance of 105 mm.

Tsai et al. [45] demonstrated a wireless neural stimulation device powered by ultrasound that achieved a bit error rate (BER) of 10⁻⁶ at a data rate of 25 kbps, which was tested using frequency-shift keying (FSK), phase-shift keying (PSK), and ASK. Here they used a piezoelectric polyvinylidene fluoride (PVDF) transducer 6 mm in diameter operating at 1 MHz.
frequency and were able to receive a power ranging from 4.15 mW to 19.76 mW by regulating the transmit power without exceeding the FDA limits. A theoretical study over ultrasound powering showed an acoustic intensity greater than 0.1 W/cm² can be achieved by by limiting the acoustic radiated power that is within FDA limits and thermal effects of the implant and for distances between 100–150 mm [46].

An implantable device that can be remotely actuated by ultrasound for measuring various tissue parameters such as pH, temperature, electrolyte concentration, and biopotentials was also demonstrated [47]. The device operates at 0.8 V with a total current consumption of 60 μA when excited by an sinusoid ultrasound source operating at a frequency of 400 kHz and a power density of 20 mWcm⁻². An implantable micro-oxygen generator for in situ tumor oxygenation was studied and implemented in-vivo and in-vitro. The overall dimensions of the device were 1.2 mm × 1.3 mm × 8 mm and could generate a current of 150 μA when powered using ultrasound operating at a 2.15 MHz frequency using a piezoelectric transducer (PZT).

One study and implementation that very closely shares the goals of the work in this thesis was presented by Seo et al. [36], but this work is specific to brain-machine interfaces (BMIs). The model presented in this work uses a low power CMOS circuitry, which implements ultrasound for power delivery and backscatter communication. An ultra-miniature device to detect and report local extracellular electrophysiological data of dimensions 10 μm and 100 μm using 65 nm technology were analyzed and proposed. An interrogator placed in the sub-cranial region of the brain helps in establishing a power and communication between the implant and external device. For a device of dimensions 100 μm placed at a depth of 2 mm in the brain and a signal-to-noise ratio (SNR) of 3, it has been shown to achieve a PTE of 7% (−11.6 db), resulting in total receiver power 500 μW using an interrogator of dimensions 1 mm². With further
improvement in efficiencies in the ultrasound link, the device could further scale down to 10’s of μm. Here, BaTiO₃ was used as the PZT.

Ozeri and Shmilovitz [48] demonstrated ultrasonic transcutaneous energy transfer (UTET) for data and power transfer. This study, experimentally done in a water tank with a distance of 150 mm between the source and the implant, was able to achieve a data rate 1200 bits/s using ASK with 9% load resistance variation known as impedance modulation and simultaneous transfer of 20 mW of power. The feasibility of using ultrasound for intrabody communication is been studied by Galluccio et al. [49] and various attributes related to communication, such as ultrasound propagation in tissue, transmission frequency, power, bandwidth, size, and the challenges to implement a network of devices operating on ultrasound were thoroughly discussed and analyzed.

Acoustic Transducers: Acoustic waves are converted to AC voltage using acoustic transducers. There are two types of transducers that are generally used: capacitive ultrasonic transducer (CUT) and piezoelectric transducer (PZT). With the CUT, the incident acoustic wave is converted to electrical voltage through the capacitance change. Since the operating voltages of the CUT are high, they are not suitable as transducers in IMD [13, 50, 51]. With the PZT, piezoelectric materials and fabrication methods have shown rapid development due to their increased application, which has led to the manufacturing of miniaturized transducers at microscale and nanoscale [52, 53, 54, 55, 56, 57], thus making them more suitable for IMD-based applications.

In the PZT, the incident acoustic wave is converted to electrical voltage through the piezoelectric effect. Piezoelectricity refers to the ability of converting mechanical motion to electricity, and vice versa. Therefore, the state change is possible by either mechanical...
deformation or by electrical stimulation. The materials that exhibit such a phenomenon play a vital role in building small-scale implants powered through ultrasound. Since ultrasound is used in imaging in the field of medicine, a myriad of transducers that are application specific are available in the market such as PVDF, PZT, LiNbO₃, AlN, ZnO, BaTiO₃, PVDF. The popular piezoelectric single crystals used for ultrasonic transducer applications are PMN-PT and PIN-PMN-PT [58]. Since piezoelectric ceramics have relatively high coupling capability and low dielectric loss, they have been widely used in electromechanical applications [1]. Among the ceramics, Pb(Zr, Ti)O₃ (PZT) ceramics are widely used. PVDF, LiNbO₃ are advantageous for large aperture single-element-based applications due to their low dielectric permittivity. PZT is known for its high performance, sensitivity, electromechanical coupling coefficient, therefore it is used in diagnostic ultrasound imaging [59]. The lead content of PZTs makes them harmful to use in humans. This has led to the introduction of biocompatible material that is similar to PZT, such as AlN, BaTiO3 and ZnO [60].

2.1.4 Radio Frequency

Radio frequency ranges from 30 kHz to 300 GHz (3THz), as shown in Figure 3.

![Electromagnetic spectrum](image)

Figure 3. Electromagnetic spectrum [61].
RF can be used as a source for both powering and communication. According to the energy transmission mechanism, the existing wireless energy transmission techniques can mainly be classified into the following three types [62]:

- Electromagnetic radiation wireless energy transfer (far-field).
- Non-radiated inductively coupled energy transfer (ICPT) (near-field).
- Non-radiation magnetic resonance wireless energy transfer (near-field).

One of the most widely acknowledged solutions for wireless power transfer (WPT) to power the IMD is magnetic or inductive coupling (near-field, non-radiative) at radio frequency [64, 65, 66]. Radiative modes of omnidirectional antennas (which work very well for information transfer) are not suitable for such energy transfer because a vast majority of energy is lost into free space. Both near-field and far-field regions of a coil are shown in Figure 4.

![Figure 4. Near-field and far-field radiation of a coil [63].](image)

The concept of mutual induction known as near-field communication (NFC) is the primary concept used in wireless powering of mobile phones, radio frequency identification (RFID), mobile pay (Samsung pay), etc. Magnetic induction is based on Faraday’s law, which states that a time-varying magnetic field through a surface bounded by a closed path induces a voltage around the loop. The principle behind this is based on a mutual inductance between two coils in which one is located outside the body while the other is integrated with the implanted
device. As the external coil transmits a varying electromagnetic signal, a voltage would be induced in the receiver coil (IMD). Two electromagnetic systems are weakly coupled for a certain distance of separation. However, if the two systems have the same natural resonant frequency, they can excite strong magnetic resonance (non-radiation magnetic resonance wireless energy transfer).

The biggest advantage and reason why RF(near-field) is widely used as a source of powering is because it uses a magnetic field that does not interfere with biological tissue. The magnetic permeability of various biological tissues is shown in Table 1. Permeability is the measure of the ability of a material to support the formation of a magnetic field within itself.

**TABLE 1**

<table>
<thead>
<tr>
<th>Tissue</th>
<th>μ</th>
<th>σ (S/m)</th>
<th>ε (μF/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brain White Matter</td>
<td>1</td>
<td>0.142</td>
<td>1</td>
</tr>
<tr>
<td>Brain Gray Matter</td>
<td>1</td>
<td>0.33</td>
<td>1</td>
</tr>
<tr>
<td>Cerebrospinal Fluid</td>
<td>1</td>
<td>1.53</td>
<td>1</td>
</tr>
<tr>
<td>Bone</td>
<td>1</td>
<td>0.0054</td>
<td>1</td>
</tr>
<tr>
<td>Muscle</td>
<td>1</td>
<td>0.11</td>
<td>1</td>
</tr>
<tr>
<td>Fat</td>
<td>1</td>
<td>0.04</td>
<td>1</td>
</tr>
<tr>
<td>Soft Tissue</td>
<td>1</td>
<td>0.173</td>
<td>1</td>
</tr>
<tr>
<td>Skin</td>
<td>1</td>
<td>0.435</td>
<td>1</td>
</tr>
</tbody>
</table>

Various models have been proposed and used for the effective transfer of power using magnetic induction. A RF tag was fabricated using a 0.18-μm CMOS with dimensions of 0.68 mm² and a power consumption of 67.7 μW given a power supply of 1.8 V [67]. Inductive coupling was improvised to power extremely small devices using mid-field powering to create a high-energy density region in the tissue. The implant using this method could transfer power of
a few milliwatt’s to a micro implant of dimension 2 mm placed at a distance > 5 cm inside the chest with exposure levels below safety thresholds for humans [68].

In the work of Jow and Ghovanloo [70], the power transfer efficiency in tissue was optimized using printed spiral coils (PSCs). These coils were used to optimize a wireless link of a 1 cm² implantable device, and they achieved a PTE of 30.8% at a distance of 10 mm in muscle. Another example of using inductive coupling to power is for demonstrated using a wireless camera capsule for non-invasive visual inspection of the small bowel operating at a frequency of 1 MHz [71]. This power source could generate up to 150 mW using a coil of dimensions 10 × 13 mm² at a distance of 205 mm from the source. Using PSCs operating at 13.56 MHz, a PTE of 58% is achieved at an implantable coil of dimensions of 25 mm x 10 mm x 0.5 mm in the tissue environment at a distance of 10 mm [72].

A variant of inductive coupling involving a four-coil system rather than a two-coil system of inductive coupling was proposed [73]. It was shown to have twice the efficiency of inductive link models using two coils of the same size and operating range. A PTE of 82% and 72% was achieved at 20 mm and 32 mm, respectively, for an implant coil with a diameter of 22 mm. The small change in the PTE with respect to the distance shows the robustness of the system for long-range powering. Another variant of inductive coupling which happens in the near-field is mid-field wireless powering, which is implemented in the low gigahertz range in contrast to frequencies of (< 10 MHz) of inductive coupling [74, 75]. When the implant is much smaller than its distance from the source, which is usually the case in an implant, the coupling between the coils becomes weak. Inductively coupled coils operating in this weakly coupled regime are usually very inefficient. In such cases, high efficiencies can be obtained using mid-
field powering, where the power transfer occurs through a combination of inductive and radiative modes.

### 2.1.5 Terahertz

Terahertz (THz) radio frequency can be used for communication only, not for powering an implantable medical device. Since these devices are at micro-nanoscale, they require an antenna of the same scale, which leads to an increase in the operating frequency to terahertz. In the last few years, many have studied the possibility of using THz for communication. Terahertz is used in the THz band between 0.1 and 10 Thz. Many challenges must be overcome in order to implement them. A line of sight (LOS) is needed in order to communicate, and there is a very high path loss due to the high operating frequency. Using THz in the human body becomes even more difficult since it is very difficult to attain an LOS such a complex environment [76]. With these present challenges, it is not possible to implement communication using Thz inside the human body.

### 2.2 Communication

#### 2.2.1 Modulation

Modulation is a process of representing the information/message to be transmitted by changing different characteristics of the signal, such as frequency, amplitude, and phase. Apart from representing data, modulation also offers resilience to channel impairments, depending upon the type of modulation. ASK, FSK, and PSK are the modulation techniques that are most widely used in implants. Given a certain bandwidth, modulation contributes directly to the data rate. A data rate of approximately 10% of the carrier frequency is achievable using the basic modulation schemes (ASK, PSK, FSK). More complex modulations to achieve higher data rates can be attained by combining multiple modulation schemes or varying the basic
modulation techniques, such as delta, on-off keying (OOK), distributed frequency-shift keying (DFSK), and quasi-coherent phase-shift keying (QCPSK). The choice of modulation methodology depends upon the following:

- High data rate.
- High spectral efficiency (minimum bandwidth occupancy).
- High power efficiency (minimum required transmit power).
- Robustness to channel impairments (minimum probability of bit error).
- Hardware implementation complexity—low power/cost implementation.

Since most of these factors are equally important under normal conditions, a tradeoff between them determines the choice of the modulation scheme. In this thesis, since the main limitation is size, the choice of modulation depends upon the complexity because it dictates both size and power required to implement.

Modulation involves two signals: one is the message/data signal $m(t)$, and the other is the carrier signal $c(t)$. Since frequency of the signal transmitted has an inverse relationship with the size of the antenna, a high frequency signal $c(t)$ is typically used to restrict the size of the antenna. Also, since the message signal is digital, it is represented as either 0’s or 1’s.

### 2.2.2 Performance Measure

Space and power are scarce resources in an IMD; therefore, performance of every component must be evaluated with respect to these two parameters. For example, if a modulation scheme has a data rate of $L$ kbps, then the value of $L$ alone cannot capture the performance of this modulation scheme. Rather, the die area and the power required by its circuitry must also be taken into consideration. Therefore, a new measure of performance is
needed when different methods for designing each building block are investigated. The following ratio is typically used for this purpose:

\[
\text{Performance measure} = \frac{\text{stand-alone performance}}{\text{die area (μm}^2\text{)} \times \text{power (μW)}}
\]  

Table 2 lists state-of-the-art in low power, low area modulation in terms of the performance measure.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Modulation</th>
<th>Area (mm(^2))</th>
<th>Power Consumed (μW)</th>
<th>Data Rate (kbps)</th>
<th>Performance Measure [\frac{Kbps}{μm^2 \times \mu W}]</th>
<th>CMOS Technology</th>
<th>Implemented/Simulated</th>
</tr>
</thead>
<tbody>
<tr>
<td>[77]</td>
<td>ASK</td>
<td>0.0453</td>
<td>40-160</td>
<td></td>
<td>90 nm</td>
<td></td>
<td>Simulated</td>
</tr>
<tr>
<td>[78]</td>
<td>ASK</td>
<td>0.95</td>
<td>6000</td>
<td></td>
<td>65 nm</td>
<td></td>
<td>Implemented</td>
</tr>
<tr>
<td>[79]</td>
<td>Delta</td>
<td>0.3</td>
<td></td>
<td></td>
<td>65 nm</td>
<td></td>
<td>Simulated</td>
</tr>
<tr>
<td>[80]</td>
<td>ASK</td>
<td>3.2</td>
<td>0.58</td>
<td>1000</td>
<td>0.0005</td>
<td>0.35 μm</td>
<td>Simulated</td>
</tr>
<tr>
<td>[81]</td>
<td>ASK</td>
<td>0.062</td>
<td>1</td>
<td></td>
<td>0.35 μm</td>
<td></td>
<td>Simulated</td>
</tr>
<tr>
<td>[82]</td>
<td>OOK</td>
<td>0.3</td>
<td>23–69</td>
<td>4000</td>
<td>0.0005</td>
<td>0.13 μm</td>
<td>Implemented</td>
</tr>
<tr>
<td>[83]</td>
<td>FSK</td>
<td>0.003</td>
<td>22</td>
<td>450</td>
<td>0.0075</td>
<td>0.35 μm</td>
<td>Simulated</td>
</tr>
<tr>
<td>[84]</td>
<td>QCPSK</td>
<td>0.005</td>
<td>59</td>
<td>800</td>
<td>0.0027</td>
<td>0.18 μm</td>
<td>Implemented</td>
</tr>
<tr>
<td>[85]</td>
<td>PSK</td>
<td>1.5x1.6</td>
<td>32</td>
<td></td>
<td>4.2x10(^{-7})</td>
<td>0.35 μm</td>
<td>Implemented</td>
</tr>
</tbody>
</table>
CHAPTER 3
PROPOSED SYSTEM AND RELATED PARAMETERS

3.1 Proposed System

Performance of both powering and communication are analyzed on the basis of the efficiency of wireless transfer of power. In wireless communication, the performance is calculated using the BER, which in return depends upon the signal strength received at the receiver. Chapter 2 reviewed the various ways of transferring power to the IMD, each of which has its own pros and cons. When it comes to energy-harvesting techniques, the present state-of-the-art does not have the capability of efficiently converting the available power, and the source of energy restricts the implant location. Terahertz communication undergoes a large attenuation in tissues, thus restricting the communication range to mm, since it requires a LOS to communicate that is difficult to achieve in an environment like human body. In spite of RF being a very mature field, using RF in lower frequencies by inductive coupling is not an effective way to power the implant, due to the fact that in order to induce high voltages, the dimensions of the required coil would exceed the size limitation of the implant. RF using higher frequencies where radiation of the antenna is used is highly ineffective because of its higher attenuation due to operating at higher frequencies. By adhering to FDA limitations on RF, it is difficult to achieve good PTE.

Ultrasound is ineffective for communication because in order to communicate with an external device, it has to pass through the air-tissue interface in which about 99.9 % energy is lost (which will be explained in section 3.3.3). Also, the limited amount of power available at the implant makes it even worse, whereas it could be used for external powering for the following reasons: one, it has excellent propagating properties in a medium composed of water;
two, with external powering, there is no size limitation and more freedom on power; and three, even with the FDA limited intensity, it is good enough to induce an adequate amount of voltage (will be shown in this chapter). Optical devices are good for neither communication nor powering since large attenuation occurs in a tissue environment and requires the concentration of power at some point, which in the case involving multiple sensors is not possible.

In models which use the same form of energy (optical, ultrasound, RF), it is not possible to effectively achieve both powering and communication because of their disadvantages, as explained previously. Therefore, for the research in this thesis, a hybrid model, referred to as a bio-mote, is used, as shown in Figure 5. The bio-mote uses two different forms of energy for powering and communication, depending upon their advantages. The literature indicates that ultrasound and inductive coupling are the most analyzed and used techniques. Using ultrasound is the best way to achieve power with less loss, compared to inductive coupling especially over long distances [29]. Ultrasound could be effective when used externally rather than in an implant because there is access to an adequate amount of power, which is not the case with an implant. In order to overcome the air-tissue problem, inductive coupling is used for communication. Even though Inductive coupling is not as effective as ultrasound, since external devices (mobile phone), as shown Figure 6, have an abundant access to processing capabilities, and a good data rate can be achieved.
This chapter explains in detail the parameters used to implement inductive and ultrasound models in order to analyze the performance of the hybrid bio-mote device, as shown in Figure 7.

3.2 Inductive Coupling Parameters

The wireless power transfer (WPT) efficiency depends on the resonance frequency (or operating frequency), distance, alignment, and coupling matching between the transmitter and...
the receiver coils. WPT uses inductive coupling by utilizing a magnetic field. According to Ampere’s law, the current flowing in a conductor produces a magnetic field around the conductor. The magnetic field produced by a current element on a round conductor (wire) with a finite length is given by [86]

\[
B_\phi = \frac{\mu_0 I}{4\pi r} (\cos \alpha_2 - \cos \alpha_1) \text{ (Weber/m}^2\text{)}
\]  

(2)

The magnetic field produced by a circular loop antenna is given by

\[
B_z = \frac{\mu_0 I N a^2}{2(a^2 + r^2)^{3/2}}
\]

\[
= \frac{\mu_0 I N a^2}{2} \left(\frac{1}{r^3}\right) \text{ for } r^2 \gg a^2
\]  

(3)

where

\[I = \text{current}\]
\[a = \text{radius of loop}\]
\[r = \text{distance from center of loop}\]
\[\mu_0 = \text{permeability of free space and given as } 4\pi \times 10^{-7} \text{ (Henry/meter)}\]

3.2.1 Mutual Induction

Mutual inductance is a function of coil geometry and the spacing between coils. Mutual inductance occurs between the external coil and the implant, and is given by

\[
M = \left| \frac{\mu_0 \pi N_1 N_2 (ab)^2}{2(a^2 + r^2)^{3/2}} \right|
\]  

(4)

where

\[V = \text{voltage induced in the implant coil}\]
i_1 = current on the external coil
a = radius of external coil
b = radius of implant coil
r = distance between two coils

3.2.2 Induced Voltage

A generalized expression for the induced is given by equation (5) [86]

\[
V_\circ = 2\pi f N S Q B_0 \cos \alpha
\]

where
f = frequency of arrival signal
N = number of turns of coil in loop
S = area of loop in square meters (m^2)
Q = quality factor of circuit
B_0 = strength of arrival signal
\alpha = angle of arrival of signal

From equation (5), it can be said that the voltage induced in the implant coil depends upon the quality factor (Q), frequency, magnetic field strength, and area of the coil.

3.2.3 Direct Current Resistance

The direct current resistance for a conductor with a uniform cross-sectional area is given by [86]

\[
R_{DC} = \frac{l}{\sigma S} = \frac{l}{\sigma \pi a^2} \quad (\Omega)
\]

where
l = total length of wire
\( \sigma = \) conductivity of wire (mho/m)

\( S = \) cross-sectional area or \( \pi r^2 \)

\( a = \) radius of wire

**3.2.4 Alternating Current Resistance**

Resistance of the wire changes depending upon either an alternating current (AC) or DC current flowing through the wire. Since inductive coupling requires a varying magnetic field, this involves AC resistance of the wire rather than DC resistance.

**3.2.5 Skin Effect**

Dealing with AC leads to phenomenon called skin effect, where the resistance of the wire varies with the frequency of the AC current flowing through it, rather than the resistance being constant, as in the case of DC. An alternating current in a conductor produces an alternating magnetic field in and around the conductor. In turn, the change in the magnetic field creates an electric field that opposes the change in current intensity. This opposing electric field is strong at the center of the conductor and forces the conducting electrons to the outside of the conductor. As a result, the current density decreases in the center of the wire and increases near the edge of the wire. This effect is referred to as the skin effect. The net result of the skin effect is an effective decrease in the cross-sectional area of the conductor and, therefore, a net increase in the AC resistance of the wire. The skin depth and AC resistance are given as

\[
\delta = \frac{1}{\sqrt{\pi f \mu \sigma}}
\]

\[
R_{ac} = \frac{l}{\sigma A_{active}} \approx \frac{l}{2\pi a \delta \sigma}
\]  

(7)
where the skin depth area on the conductor is $A_{active} \approx 2\pi a\delta$.

3.2.6 Parasitic Capacitance

An ideal inductor has only an inductance value but no resistance or capacitance. However, real inductors are comprise of other parameters such as resistance (due to resistance of the wire and skin effect) and parasitic capacitance (due to the electric field between the wire turns, which are at slightly different potentials) and can be modeled as shown in Figure 8 [87]. These parameters become more pronounced at higher frequencies, and there lies a frequency point where real inductors behave as resonant circuits, thereby becoming self-resonant.

![Inductance circuit model](image)

Figure 8. Inductance circuit model in terms of resistor, inductor, and capacitor (RLC) [88].

3.3 Ultrasound Parameters

An ultrasound transducer as explained in 2.1.3 resonates at its natural frequency once excited by an electrical source and vice versa. In any power transfer application, the impedance matching between the device and the surrounding area plays an important role. In the case of a piezoelectric device placed inside the human body as an implant, the material itself has much higher acoustic impedance when compared to that of approximately biological tissue or water. This mismatch of impedance causes a very large loss of acoustic energy. The impedance mismatch is usually resolved using a matching layer on the transducer by mixing micro- or
nanoscale powder, whereby the impedance of the matching layer (powder) can be varied by varying the size of the powder. Another approach for matching the layers is with a coating of polymer on the transducer [58, 89, 90, 91]. An ultrasonic transducer can be modeled using one-dimensional circuit models. The most popular adopted by many is the KLM model [92].

3.3.1 Size and Frequency Trade-Off

Size determines the resonating frequency of the transducer. It is inversely proportional to the ratio of the diameter of the radiating surface and the wavelength, and can be related using equation 8 [27, 5]:

\[ f_r = \frac{c}{2t} \]  \hspace{1cm} (8)

Since an IMD requires small-scale implementation, the transducer must operate at higher frequencies due to the inverse relationship. According to the absorption loss equation, the absorption of ultrasound at high frequency is high, leading to high attenuation values, as explained next in section 3.3.2. Therefore, a trade-off should exist between size, frequency, and attenuation. In order to satisfy the IMD limitations and specifications, the transducer must operate at the lowest possible frequencies that are compatible with the IMD’s size limitation.

3.3.2 Attenuation

As sound propagates in any medium, its intensity (pressure output power per unit area) decreases. This is known as attenuation, depending upon the properties of the medium and the sound. Attenuation depends on two factors

- Absorption Loss – Varies with frequencies
- Spreading Loss – Varies with distance from the transducer
Relative to absorption loss, as ultrasound propagates inside the body, the energy is absorbed by the surrounding medium, in the case here, human tissue. This is due to the absorption of the acoustic energy by the tissue, whereby heat is generated. A part of the incident acoustic energy is converted to heat by the tissue, thereby playing a role in the attenuation. Heat dissipation is a very important factor in the IMD since it must follow FDA regulations.

The dispersion of the acoustic wave in the medium leads to spreading loss. In a homogenous and infinitely extended medium, since the total area of the pressure wave surface increases with distance, the energy is spread for that area. The energy spread with an increase in distance leads to a decrease in the acoustic intensity of sound.

Attenuation in human tissue varies with the tissue acoustic properties and the frequency of the constant wave, as can be seen in Figure 9.

![Figure 9. Attenuation over various distances and operating frequencies [30].](image)

It has been shown [93, 94, 95, 96, 97, 27] that attenuation can be modeled in terms of frequency and distance as

\[ P(d) = P_0 e^{-\alpha d} \]  

(9)
where $\alpha$ is the absorption coefficient, which is a function of frequency and is given by

$$\alpha = a f^b \tag{10}$$

where $\alpha$ is (in [np. cm$^{-1}$]). The amplitude attenuation coefficient $a$ (in [np m$^{-1}$ MHz$^b$]) is solely dependent on the material and is measured in dB/cm/MHz. The values of $a$ and $b$ have been calculated and presented in many papers, and have been shown to vary for different parts of the body [95, 98, 99]. The value of $b$ is considered 1 for soft tissues [96]. Table 3 is a list of attenuation coefficients and velocity of acoustic waves in various tissues [70].

**TABLE 3**

**LIST OF ATTENUATION COEFFICIENTS AND VELOCITY OF ACOUSTIC WAVES IN VARIOUS TISSUES [70]**

<table>
<thead>
<tr>
<th>Tissue</th>
<th>Density $\rho$ (kg m$^{-3}$)</th>
<th>Velocity of sound $c$ (m s$^{-1}$)</th>
<th>Attenuation coefficient $a = af^b$</th>
<th>Nonlinearity parameter $B/A$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$a$ (10$^2$ neper m$^{-1}$)</td>
<td>$b$</td>
</tr>
<tr>
<td>Anniotic fluid</td>
<td>965</td>
<td>1524</td>
<td>0.0093@5 MHz</td>
<td>—</td>
</tr>
<tr>
<td>Blood</td>
<td>1088</td>
<td>1584</td>
<td>0.096-0.13@5 MHz</td>
<td>—</td>
</tr>
<tr>
<td>Bone (skull)</td>
<td>1610</td>
<td>2190-3289</td>
<td>0.098-0.13 @ 5 MHz</td>
<td>0.014-0.018</td>
</tr>
<tr>
<td>Bone (trabecular)</td>
<td>1568-2407</td>
<td>2.22-1.8 @ 0.2-1.0 MHz</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Brain</td>
<td>1030-1041</td>
<td>1562</td>
<td>0.46-0.72 @ 5 MHz</td>
<td>0.067-0.069</td>
</tr>
<tr>
<td>Breast</td>
<td>1020</td>
<td>1430-1570</td>
<td>0.96 @ 5 MHz</td>
<td>0.086</td>
</tr>
<tr>
<td>Eye (lens)</td>
<td>1034-1113</td>
<td>1040-1073</td>
<td>0.9 @ 10 MHz</td>
<td>—</td>
</tr>
<tr>
<td>Eye (vitreous humor)</td>
<td>1009</td>
<td>1523-1532</td>
<td>0.67 @ 6 MHz</td>
<td>—</td>
</tr>
<tr>
<td>Fat</td>
<td>917-939</td>
<td>1412-1487</td>
<td>0.56 @ 6 MHz</td>
<td>—</td>
</tr>
<tr>
<td>Heart</td>
<td>1044</td>
<td>1571*</td>
<td>0.23 @ 1 MHz</td>
<td>—</td>
</tr>
<tr>
<td>Kidney</td>
<td>1050</td>
<td>1560-1580</td>
<td>0.23 @ 2 MHz</td>
<td>—</td>
</tr>
<tr>
<td>Liver</td>
<td>1050-1076</td>
<td>1579-1640</td>
<td>0.17-0.57 @ 5 MHz</td>
<td>0.041-0.079</td>
</tr>
<tr>
<td>Muscle (skeletal)</td>
<td>1030-1056</td>
<td>1529-1629</td>
<td>0.54 @ 4 MHz</td>
<td>—</td>
</tr>
<tr>
<td>Pancreas</td>
<td>1040-1050</td>
<td>1591</td>
<td>0.42 @ 5 MHz</td>
<td>0.12</td>
</tr>
<tr>
<td>Skin (epidermis)</td>
<td>1110-1150</td>
<td>1725*</td>
<td>1.06 @ 5 MHz</td>
<td>—</td>
</tr>
<tr>
<td>Spleen</td>
<td>1054</td>
<td>1567-1635</td>
<td>0.23-0.66 @ 5 MHz</td>
<td>0.036-0.062</td>
</tr>
<tr>
<td>Teeth (dentine)</td>
<td>2059-2350</td>
<td>3140-4140</td>
<td>9.2 @ 18 MHz</td>
<td>—</td>
</tr>
<tr>
<td>Teeth (enamel)</td>
<td>2890-3020</td>
<td>4500-6250</td>
<td>14.0 @ 18 MHz</td>
<td>—</td>
</tr>
<tr>
<td>Tissues</td>
<td>1044</td>
<td>1595</td>
<td>0.3 @ 5 MHz</td>
<td>0.02</td>
</tr>
</tbody>
</table>

3.3.3 Reflection

It is possible to predict the way that ultrasound propagates and interacts with tissue by knowing the wave properties, such as velocity, absorption, attenuation, and reflection. As sound
travels from one medium to another, it undergoes reflection, wherein only part of the wave is allowed to travel into a medium. The fraction of the impinging energy reflected from an interface depends on the difference in acoustic impedance of the media on opposite sides of the interface.

The acoustic impedance $Z$ of a medium is the product of the density $\rho$ of the medium and the velocity of ultrasound in the medium:

$$Z = \rho c$$  \hfill (11)

The acoustic impedances of several materials are listed in Table 4.

**TABLE 4**

ACOUSTIC IMPEDANCE OF DIFFERENT BODY TISSUES [69].

<table>
<thead>
<tr>
<th>Body Tissue</th>
<th>Impedance (kg/m²-sec)</th>
<th>Body Tissue</th>
<th>Impedance (kg/m²-sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air</td>
<td>400</td>
<td>Liver (25°C)</td>
<td>1.65 x 10⁶</td>
</tr>
<tr>
<td>Lung</td>
<td>1.80 x 10⁶</td>
<td>Blood</td>
<td>1.65 x 10⁶</td>
</tr>
<tr>
<td>Fat</td>
<td>1.39 x 10⁶</td>
<td>Nerve (optic)</td>
<td>1.68 x 10⁶</td>
</tr>
<tr>
<td>Aqueous humor</td>
<td>1.51 x 10⁶</td>
<td>Muscle</td>
<td>1.73 x 10⁶</td>
</tr>
<tr>
<td>Water</td>
<td>1.52 x 10⁶</td>
<td>Lens of eye</td>
<td>1.84 x 10⁶</td>
</tr>
<tr>
<td>Brain (25°C)</td>
<td>1.57 x 10⁶</td>
<td>Nylon</td>
<td>2.9 x 10⁶</td>
</tr>
<tr>
<td>Skin</td>
<td>1.6 x 10⁶</td>
<td>Skull bone</td>
<td>7.80 x 10⁶</td>
</tr>
<tr>
<td>Soft tissue (avg.)</td>
<td>1.63 x 10⁶</td>
<td>Enamel</td>
<td>1.71 x 10⁷</td>
</tr>
<tr>
<td>Kidney</td>
<td>1.63 x 10⁶</td>
<td>Diamond</td>
<td>6.3 x 10⁷</td>
</tr>
</tbody>
</table>

For an ultrasound, the acoustic impedance may be expressed in units of rayls, where a rayl = 1 kg-m²-sec⁻¹. At each tissue interface, the energy carried by the wave will suffer reflection. Sound in any medium travels in a straight line. When the wave front reaches an interface between media that has different characteristic impedances, then the wave undergoes reflection and refraction. Snell’s law applies to this case; therefore, the reflectivity $R$ of the wave, which describes the percentage of the incident wave that is reflected, can be calculated by [40]

$$R = \frac{p_r}{p_i} = \frac{Z_2 \cos \theta_i - Z_1 \cos \theta_i}{Z_2 \cos \theta_i + Z_1 \cos \theta_i}$$  \hfill (12)
With a large impedance mismatch at an interface, much of the energy of an ultrasound wave is reflected, and only a small amount is transmitted across the interface, which is the case for an air-tissue interface. As shown in Table 5, it is calculated that 99% of the acoustic energy would be reflected back for an air-tissue interface [69].

**TABLE 5**

**AMOUNT OF ENERGY REFLECTED BACK WHEN ULTRASOUND PASSES THROUGH VARIOUS INTERFACES [69]**

<table>
<thead>
<tr>
<th>Tissue Interface</th>
<th>Energy Reflected</th>
<th>Energy Transmitted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kidney/Liver</td>
<td>0.0036%</td>
<td>99.9964%</td>
</tr>
<tr>
<td>Liver/Muscle</td>
<td>0.032%</td>
<td>99.968%</td>
</tr>
<tr>
<td>Muscle/Blood</td>
<td>0.07%</td>
<td>99.93%</td>
</tr>
<tr>
<td>Soft tissue/Water</td>
<td>0.23%</td>
<td>99.77%</td>
</tr>
<tr>
<td>Fat/Kidney</td>
<td>0.54%</td>
<td>99.36%</td>
</tr>
<tr>
<td>Lens/Vitreous humor</td>
<td>0.91%</td>
<td>99.09%</td>
</tr>
<tr>
<td>Fat/Liver</td>
<td>1.00%</td>
<td>99.00%</td>
</tr>
<tr>
<td>Lens/Aqueous humor</td>
<td>1.04%</td>
<td>98.96%</td>
</tr>
<tr>
<td>Fat/Muscle</td>
<td>1.08%</td>
<td>98.92%</td>
</tr>
<tr>
<td>Bone/Muscle</td>
<td>41.23%</td>
<td>58.77%</td>
</tr>
<tr>
<td>Soft tissue/Bone</td>
<td>43.50%</td>
<td>56.50%</td>
</tr>
<tr>
<td>Bone/Fat</td>
<td>48.91%</td>
<td>51.09%</td>
</tr>
<tr>
<td>Soft tissue/Lung</td>
<td>63.64%</td>
<td>36.36%</td>
</tr>
<tr>
<td>Diamond/Water</td>
<td>90.80%</td>
<td>9.20%</td>
</tr>
<tr>
<td>Muscle/Air</td>
<td>98.01%</td>
<td>1.99%</td>
</tr>
<tr>
<td>Water/Air</td>
<td>99.89%</td>
<td>0.11%</td>
</tr>
<tr>
<td>Soft tissue/Air</td>
<td>99.90%</td>
<td>0.10%</td>
</tr>
<tr>
<td>Diamond/Air</td>
<td>99.997%</td>
<td>0.0025%</td>
</tr>
</tbody>
</table>

3.4 Modulation and Related Parameters

As explained in 2.2.1 we only consider ASK and BPSK modulation due to their simplicity. The performance of modulation is often measured using the parameter BER. BER is defined as the ratio of number of bits in which error has occurred and the total number of bits transmitted:

\[
\text{BER} = \frac{\text{Number of Error Bits}}{\text{Total Number of Bits}}
\]

The average energy per bit \( (E_b) \) for a signal \( x_m(t) \) \( E_b \) is expressed as
\[ E_b = \int_{0}^{T_b} x_m^2(t) \, dt \]  

(13)

The \( Q \) function is defined as the probability that a Gaussian random variable \( x \) with mean zero and variance one is bigger than \( z \):

\[ Q(x) = p(x > z) = \int_{z}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{y^2}{2}} \, dy \]  

(14)

3.4.1 ASK

Amplitude-shift keying is one of the most adopted modulation techniques in bio implants. With ASK, the amplitude of the carrier is varied with respect to the message signal, as shown in Figure 10.

![Amplitude shift keying](image)

Figure 10. Amplitude shift keying.

The modulated message signal \( x(t) \) can be represented as

\[ x(t) = A_c \cos(2\pi f_c t) \quad \text{symbol "1"} \]
\[ x(t) = 0 \quad \text{symbol "0"} \]

where each symbol (0,1) is defined in terms of the carrier \( \cos(2\pi f_c t) \), and \( f_c \) is the carrier frequency. Both bits 0 and 1 are represented in terms of amplitude, and in order detect the ASK-modulated signal at the receiver and to reduce the number of errors, there should a good amount of difference between the amplitudes that represent 0,1. This difference is measured by a term
referred to as modulation index (depth). For ASK,

\[ m \% = \left( \frac{A_1 - A_0}{A_1} \right) \times 100\% \]  

(15)

ASK is usually vulnerable to noise; therefore, modulation is often chosen to be high. Modulation depth could even be 100\%, in which case it is referred to as OOK modulation. Using this scheme could be power efficient since no signal is transmitted for the bit 0. The BER for ASK is

\[ P_b = Q\left( \sqrt{\frac{E_p}{2N_0}} \right) \]  

(16)

3.4.2 BPSK

In binary phase-shift keying, the phase of the signal is varied depending upon the information bits, as shown in Figure 11, where the two bits are represented with a 180° phase shift.

The phase change of 180° can be represented as

\[ x(t) = A_c \cos(2\pi f_c t) \]  

symbol"0"

\[ x(t) = A_c \cos(2\pi f_c t + \pi) = -A_c \cos(2\pi f_c t) \]  

symbol"1"

Figure 11: Binary phase-shift keying.
The BER for BPSK [100] is

\[ P_b = Q\left(\sqrt{\frac{2E_b}{N_0}}\right) \]  

(17)

3.5 Error-Correction Coding and Related Parameters

The number of errors determines the efficiency of a communication system. According to Shannon, an arbitrarily low error probability could be obtained using coding on any channel, provided that the bit-rate is below the capacity of the channel. Modulation helps in controlling the number of errors occurring as a result of the channel only to a certain extent, but using error-correction techniques could further reduce the number of errors. The general idea of error control codes is to let the transmitter include a few additional bits to the information to be transmitted in a clever way so that the receiver can detect or correct the most probable error patterns introduced by the channel.

Different error control mechanisms have been adopted over years and are categorized as follows:

- Linear Block Codes
- Convolution
- Hybrid

Codes that implement complex logic tend to achieve a lower bit error rate, but they are difficult to implement on small-scale devices. To the best of our knowledge, short linear block codes which are Hamming codes and Reed-Solomon codes are the best choice for implementing error control in the bio-mote since they are less complex and could be implemented at micro-scale. So we focus on Hamming and RS codes.
In the work here, the bio-mote can only send information therefore we are concerned only with the encoding rather than decoding. This is quite advantageous because in most error-correction mechanisms, decoding is much complex process than encoding.

### 3.5.1 Reed-Solomon Codes

Reed-Solomon (n, k) codes with m-bit symbols exist for all n and k for which \( 0 < k < n < 2^m + 2 \), where \( k \) is the number of data symbols being encoded, and \( n \) is the total number of code symbols in the encoded block [112]. While encoding the information, which is the form of symbols (a combination of bits), it can be mapped to an element in the field called Galois field. This mapping is done with the help of a generator polynomial. If an (n, k) code is cyclic, then it can be shown that the code can always be defined using a generator polynomial. A generator polynomial is a primitive polynomial, and a primitive polynomial for every degree has already been calculated and documented as

\[
g(x) = g_0 + g_1x + g_2x^2 + \ldots + g_{n-k}x^{n-k}
\]

Reed-Solomon codes are non-binary cyclic codes with symbols made up of m-bit sequences, where \( m \) is any positive integer having a value greater than 2. The generator polynomial construction for Reed-Solomon codes is the approach most commonly used today in the error control literature.

For RS codes, a vector \( c \) is a code word in the code defined by \( g(x) \), if and only if its corresponding code polynomial \( c(x) \) is a multiple of \( g(x) \), as shown in equation (18). This provides a very convenient means for mapping information symbols onto code words.

\[
\ldots \quad c(x) = m(x) \times g(x)
\]  

(18)

Relative to hardware implementation, RS codes have been implemented using flip flops formed of XOR gates used in memory devices [102, 103]. They can also be implemented using
shift registers, as shown in Figure 12, which is an implementation of RS (7,3) encoding.

![Figure 12. Implementation of RS (7,3) using shift registers [101].](image)

Relative to error-correction capability: For the most conventional R-S (n, k) code, (n, k) = \((2^m - 1, 2^m - 1 - 2t)\), where \(t\) is the symbol-error correcting capability of the code, and \(n - k = 2t\) is the number of parity symbols. For RS codes, the minimum distance between codeword is given by \(d_{\text{min}} = n - k + 1\). The code has a capability of correcting that depends upon \(d_{\text{min}}\) and can correct any combination of \(t\) or fewer errors, where \(t\) is expressed as

\[
  t = \left\lfloor \frac{d_{\text{min}} - 1}{2} \right\rfloor = \left\lfloor \frac{n - k}{2} \right\rfloor \quad \text{n-k is even} \quad (19)
\]

\[
  t = \left\lfloor \frac{n - k - 1}{2} \right\rfloor \quad \text{n-k is odd} \quad (20)
\]

where \(\lfloor x \rfloor\) means that the largest integer does not exceed \(x\).

### 3.5.2 Hamming Codes

Hamming codes are widely employed for error control in various applications from data storage systems to on-chip micro-networks because of their implementation flexibility as well as low codec complexity [104]. When used, parity checking alone can detect errors but not correct them, but a sophisticated pattern of parity checking, called Hamming, was introduced to correct single errors along as well as detect double errors. Parity of binary bits is found by using
modulo 2 sum of the binary bits. The modulo two sum can be calculated with the help of matrices.

Hamming codes are defined by one parameter, m, which is an integer satisfying \( m \geq 2 \). A Hamming code \((n, k)\) has a code length of \( n \) and message length of \( k \), where \( n = 2^m - 1 \), \( k = 2^m - m - 1 \). Encoding and decoding of Hamming codes is achieved with the help of two matrices: the generator matrix \( H (k \times n) \) and the parity check \( H (n-k) \times n \).

There exists a relation between \( G \) and \( H \). If \( G \) is in the systematic format \( G = [I \ P] \), then \( H \) can be calculated as \( H = [P^T \ I] \) or \( G = [P \ I] \), and \( H = [I \ P^T] \), where \( I \) is the identity matrix of dimensions \( k \times k \) and \( P \) is a matrix of dimensions \( k \times (n - k) \). By knowing any one of the matrixes, the other can be found using this relation. A parity check is constructed with all non-zero length-\( m \) binary words as columns. The ordering of the column is arbitrary. For example, Hamming \((7,4)\) has \( m = 3 \), \( n = 7 \), \( k = 4 \). All non-zero possible combinations of three-bit messages that could give the parity check matrix \( H \):

\[
H = \begin{pmatrix}
1 & 0 & 0 & 1 & 1 & 0 & 1 \\
0 & 1 & 0 & 1 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 & 1 & 1 & 1
\end{pmatrix} \quad G = \begin{pmatrix}
1 & 1 & 0 & 1 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 1 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 & 1 & 0 \\
1 & 1 & 1 & 0 & 0 & 0 & 1
\end{pmatrix}
\]

Relative to encoding, the codeword could be easily generated by matrix multiplication once the generator matrix \( G \) is known, using the relation \( C = mG \), where \( C \) is the codeword vector, \( m \) is the message vector, and \( G \) is the generator matrix.

Relative to error-correction capability, the number of errors that can be corrected depends upon the minimum Hamming distance between code words: if it is \( "d" \), then it can detect \( d-1 \) errors or correct \( (d-1)/2 \) errors. For a Hamming \((7,4)\) code, the minimum distance is 3, thereby correcting only a single error.
Relative to hardware implementation, the implementation of Hamming codes can be done using flip flops formed of XOR gates, which occupy a very small die area [105].
CHAPTER 4
MODELING OF PROPOSED SYSTEM

To analyze a system, elements of the system must be modeled. In this chapter, the methods adopted to model the communication and powering blocks of the bio-mote, as shown previously in Figure 7, are discussed.

4.1 Magnetic Induction Communication Model

This research adopted the power transfer model presented in the work of Sun and Akyildiz [106], which modeled a magnetic induction-based communication system with underground soil as medium. In that work, the magnetic induction transmitter and receiver have been modeled as a primary coil and the secondary coil of a transformer, respectively, which is shown as transformer model in Figure 13.

![Figure 13. Modeling of channel for magnetic induction [106].](image-url)
Since the effect of parasitic capacitance can be mitigated by operating at low frequency, the transformer model presented in the Figure 13 does not include the parasitic capacitance. In Figure 13, the following apply:

\[ M = \text{Mutual induction of transmitter coil and receiver coil} \]
\[ U_s = \text{Voltage source at transmitter} \]
\[ a_t, a_r = \text{Radius of transmitter and receiver coils, respectively} \]
\[ R_t, R_r = \text{Resistances of coils} \]
\[ L_t, L_r = \text{Self-inductance of coils} \]
\[ Z_L = \text{Load impedance of receiver} \]

In order to analyze the performance of the transformer model, the equivalent circuit of the transformer model as shown in the third row of Figure 13 is used. The values of the parameters shown in the model are as follows:

\[ Z_t = R_t + j\omega L_t \quad (21) \]
\[ Z_{rt} = \frac{\omega^2 M^2}{R_r + j\omega L_r + Z_L} \quad (22) \]
\[ Z_r = R_r + j\omega L_r \quad (23) \]
\[ Z_{tr} = \frac{\omega^2 M^2}{R_t + j\omega L_t} \quad (24) \]
\[ U_M = -j\omega M \frac{U_s}{R_t + j\omega L_t} \quad (25) \]

where

\[ Z_{rt}, Z_{tr} = \text{Influence of receiver over transmitter, and vice versa, respectively} \]
\[ Z_t, Z_r = \text{Self impedance of transmitter and receiver, respectively.} \]
\[ U_s = \text{Induced voltage on receiver side} \]
The transmitted power on the transmitter side is equal to the amount of power consumed by the primary loop, and the amount of power received at the receiver is equal to the amount of power consumed by the load impedance $Z_L$. The transmitted and received power can be calculated using

$$P_r(r) = \text{Re} \left\{ \frac{Z_L \cdot U_M^2}{(Z_r' + Z_r + Z_L)^2} \right\}$$

$$P_t(r) = \text{Re} \left\{ \frac{U_s^2}{Z_r' + Z_r} \right\}$$

Since the main aim here is to transfer the maximum possible power to the secondary side, transmission line theory was used in order to achieve it. According to transmission line theory, the maximum power can be transferred to the receiver side using impedance matching techniques. Here, the matching impedance on the receiver side can be achieved by making the load impedance equal to the complex conjugate of the output impedance of the receiver, which is given by

$$Z_L = Z_r + Z_r'$$

In order to calculate the power received at the receiver the resistances ($R_t$, $R_r$), the self-inductances ($L_t$, $L_r$) of coils should be known, which are calculated using the following expressions:

$$R_t = N_t \cdot 2\pi a_t \cdot R_0$$

$$R_r = N_r \cdot 2\pi a_r \cdot R_0$$

$$L_t = \frac{1}{2} \mu \pi N_t^2 a_t$$

$$L_r = \frac{1}{2} \mu \pi N_r^2 a_r$$
where \( \mu = 4\pi \times 10^{-7} \), and \( R_0 \) is the resistance of a unit length of the coil.

The mutual inductance is a measure of the total flow of magnetic flux from one current-carrying path that passes through another closed path and represents how well the primary and secondary coils are coupled. Therefore, a high value of mutual induction represents a higher voltage being induced on the secondary side. Mutual induction is one of the most important parameters when it comes to power transfer using magnetic induction. The mutual inductance is calculated using

\[
M = \frac{\mu \pi N_i N_r a_i^2 a_r^2}{2r^3}
\]

(32)

According to equation (31), the voltage induced is largely dependent upon the geometry of the coils and the distance between them.

Path loss is defined using the transmitted and received power as

\[
PL = -10\log \frac{P_r(r)}{P_t}
\]

(33)

where \( P_r(r) \) is the received power at a distance of \( r \) meters.

### 4.2 Ultrasound Powering Model

For this research, a powering model presented in the work of Jornet, J.M., and Akyildiz, I.F [107] is been utilized, which uses ZnO nanowires was adopted [108, 109]. The presented model uses a vibration-harvesting technique using piezoelectric device. In contrast to the previous statement, the disadvantage of a location-specific application, is that the present device has the potential of harvesting energy from various sources: mechanical (such as body movement, muscle stretching, blood pressure), vibration energy (such as acoustic/ultrasonic waves), and hydraulic energy (such as flow of body fluids, blood flow, contraction of blood
vessels, dynamic fluid in nature) [112], thus making it location independent.

In the work of Jornet and Akyildiz [107], realistic values of energy capacity and the energy-harvesting rate are calculated using an analytical model that captures various aspects of the harvesting process, such as capabilities and limitations using piezoelectric nanogenerators. The model shown in Figure 14 consists of an ideal voltage source $V_g$, which is equal to the difference of the electrostatic potential of the bent wire and voltage across the rectifying circuits.

![Diagram of nanogenerator and its equivalent model](image)

Figure 14. Nanogenerator using ZnO nanowires along with rectifying circuit that can store energy in a capacitor (top) and its equivalent model (bottom) [107].

In Figure 14, resistance $R_g = V_g / I_g$. The term $I_g$ is the current generated by the nanogenerator and is defined as the amount of energy harvested for a unit compress-release cycle of a nanowire. If the $\Delta Q$ is the harvested charge for cycle length $t_{cycle}$, then $I_g$ can be calculated as

$$I_g = \Delta Q / t_{cycle}.$$  \hspace{1cm} (34)
The capacitor voltage as a function of number of cycles $n_{\text{cycle}}$ can be calculated as

$$V_{\text{cap}}(n_{\text{cycle}}) = V_g \left( 1 - e^{-\frac{n_{\text{cycle}}}{R_g C_{\text{cap}}}} \right)$$

$$= V_g \left( 1 - e^{-\frac{n_{\text{cycle}}\Delta Q}{V_g C_{\text{cap}}}} \right)$$

(35)

where $C_{\text{cap}}$ is the total capacitance of the nano capacitor. The energy stored in the capacitor $E_{\text{cap}}$ as a function of the number of cycles $n_{\text{cycle}}$ can be found using

$$E_{\text{cap}}(n_{\text{cycle}}) = \frac{1}{2} C_{\text{cap}} (V_{\text{cap}}(n_{\text{cycle}}))^2$$

(36)

The maximum energy that can be stored by the nano-capacitor is given by

$$E_{\text{cap-max}} = \max \{ E_{\text{cap}}(n_{\text{cycle}}) \} = \frac{1}{2} C_{\text{cap}} V_g^2$$

(37)

The number of cycles required to charge the capacitor to a value $E$ is

$$n_{\text{cycle}}(E) = \left[ \frac{V_g C_{\text{cap}}}{\Delta Q} \ln \left( 1 - \sqrt{\frac{2E}{C_{\text{cap}} V_g^2}} \right) \right]$$

(38)

Using a value of $\Delta Q = 6pC$, which was achieved on a dimension of 1000 $\mu$m2 [110] and using an ultra nano-capacitor with $C_{\text{cap}} = 9nF$ of nanosize dimensions [111]. Using the above equations (35), (36), and (37), the maximum amount of energy that was calculated was approximately 800 pJ when $C_{\text{cap}}$ was charged at $V_g = 0.42$ V, which needs approximately 2500 cycles.

From the above model, it is calculated that with the maximum energy harvested, the capacitor can be charged up to 0.42 V. Therefore, using this model for the remaining analysis, it
is assumed that 0.4 V is available at the bio-mote. Figure 15 shows that that the analytical model presented in this chapter matches the measurement of the actual device reported in [109].

Figure 15. Comparison between actual device and model by measuring amount of voltage generated as function of number cycles of ultrasound [107]
CHAPTER 5

RESULTS

5.1 Introduction

The magnetic induction-based model along with the ultrasound model, as explained in Chapter 4, was simulated in MATLAB using the design parameters shown in Table 6. This chapter presents the results which were achieved through the simulations.

TABLE 6

DIFFERENT PARAMETER VALUES USED TO CALCULATE PERFORMANCE OF BIO-MOTE

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>External Coil Radius</td>
<td>5 cm</td>
</tr>
<tr>
<td>Channel</td>
<td>Additive White Gaussian Noise</td>
</tr>
<tr>
<td>Implant Coil Radius</td>
<td>30 µm</td>
</tr>
<tr>
<td>Noise Power</td>
<td>–80 db</td>
</tr>
<tr>
<td>Carrier Frequency</td>
<td>13.56 Mhz</td>
</tr>
<tr>
<td>Magnetic Permeability</td>
<td>1</td>
</tr>
<tr>
<td>Side Band Attenuation</td>
<td>40 db</td>
</tr>
</tbody>
</table>

5.2 Voltage Induced

The amount of voltage induced in the external reader given that 0.4 V is available at the bio-mote is shown in Figure 16. As can be seen, using the proposed system, a voltage in the range of a few milli volts can be induced in the external reader (cell phone).
Figure 16. Voltage induced in external coil due to bio-mote with respect to distance separating bio-mote and external coil (cell phone).

5.3 Power Induced

Figure 17. Power induced in external coil due to bio-mote with respect to distance separating bio-mote and external coil (mobile phone).

The amount of power induced by the bio-mote at the receiver with respect to the distance between bio-mote and the external device is shown in Figure 17. Given a receiver sensitivity of -120 dBm the signal can be detected by the receiver (cell phone).
5.4 BER Performance Using Error-Correction and Modulation

5.4.1 Comparison of BPSK Using Hamming vs BPSK Using RS Codes

The performance of the two systems in terms of BER using BPSK alongside Hamming, and BPSK alongside RS codes is compared in Figure 18. The graph shows that both systems tend to deliver the same performance after 6 cm. For distance less than 6 cm, RS codes perform better than hamming codes but their performance becomes closer as the distance increases. For wireless communication, the acceptable BER is in the range of $10^{-3} - 10^{-8}$ depending upon the data rate (20 kbps – 100 Mbps) [113]. Given the acceptable BER, the maximum performance that could be achieved in terms of distance (communication range) occurs between 5 cm and 6 cm.

![Figure 18. BER for various distances between external device and bio-mote using BPSK modulation.](image)

5.4.2 Comparison of ASK Using Hamming vs ASK Using RS Codes

The performance of the two systems in terms of BER using ASK alongside Hamming,
and ASK alongside RS codes is compared in Figure 19. This graph shows that the performance of both systems tends to be the same after a distance of 5 cm. For distances less than 6 cm, RS codes perform better than Hamming codes, but their performance becomes closer as the distance increases. Given the acceptable BER, the maximum performance that could be achieved in terms of distance (communication range) occurs between 4 cm and 5 cm.

![Figure 19. BER for various distances between external device and bio-mote using ASK modulation.](image)

**5.5 Conclusion**

From Figures 18 and 19, it can be seen that a communication range in centimeters is achievable depending upon the required BER. When comparing the performance with respect to both modulation and error-correction coding, BPSK along with RS codes performs the best. Various implants require different BERs, depending upon the format of data transmitted (e.g., image, video). Once the required BER is known, then the respective combination of modulation and error coding can be used according to the graphs. Since power and voltage in the order of
few mV and µW can be induced in the external device such as cell phone, it can be said that the signal sent from the bio-mote can be detectable at the external device. Depending upon the sensitivity of the receiver, the communication range of the bio-mote can be determined.
CHAPTER 6

CONCLUSION

Designing wireless sensors at micro scale could prove helpful in healthcare giving the ability for individuals to continuously monitor their body. To transmit data wirelessly from a sensor, present inside the human body to an external device such as a mobile phone the communication range of the sensor should be in centimeters. In most methods adopted by various works presented in the literature review section of this work, the communication range is limited to millimeter and the papers which reached few centimeters increased the device size to centimeters. To achieve a communication range in centimeters while keeping the device size in micrometers, we have proposed a hybrid model with error control coding techniques. A system model was developed that integrates the proposed methods with the traditional communication system of a sensor. Bit error rate (BER) is used as a performance measure. BER for various combinations of modulation and error control coding techniques were compared using MATLAB to find the best combination for the proposed system. With a target BER in the range of $10^{-3}$ to $10^{-8}$, it was observed that the proposed system could achieve a maximum communication range of 5 cm.

In the future, high quality factor and biocompatible inductive coils at nano or micro size would be introduced to further improve the communication range and to make the sensor more real time applicable. We would also like to evaluate the performance of a network of such devices. Anti-collision and positioning techniques would be introduced in order to enable the external device (mobile phone) to read the data from multiple bio-motes and in order to know the source (heart, brain etc.) of the received data at the external device respectively.
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