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ABSTRACT

We begin by discussing the circumstances of capillary surfaces in regions with a corner, both concave and convex. These circumstances led to the (since proved) Concus-Finn Conjecture, which gives the requirements for a continuous solution to the capillary problem. We include the requirements for the existence of radial limits and fans of radial limits in these corner regions. We outline the method for which conformal mapping of the Gauss map of these surfaces can be computed to allow the analytic extension of many related theorems. Finally, we introduce a broadening of the existing research by taking an example done with Dirichlet conditions in 1996 by Kirk Lancaster and David Siegel and recreating the example with contact angle data instead. With the use of contact angle data we find that where in the original example $\gamma$ could not be bounded away from zero or $\pi$, we were able to find a capillary surface such that $\gamma$ is bounded away from 0 and $\pi$. 
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Chapter 1

1 The Capillary Problem in a Cylinder

1.1 Organization

Recalling my Master’s Thesis [42], we begin with chapter 1 by discussing the circumstances of capillary surfaces in regions with a corner, both concave and convex. These circumstances led to the (since proved) Concus-Finn Conjecture, which gives the requirements for a continuous solution to the capillary problem. We include the requirements for the existence of radial limits and fans of radial limits in these corner regions. As with my Master’s Thesis, in chapter 2 we outline the method for which conformal mapping of the Gauss map of these surfaces can be computed to allow the analytic extension of many related theorems. The ideas presented in these first two chapters are the source of the computations in Francis Nguyen’s Master’s Thesis [47]. Finally, in chapter 3 we introduce a broadening of the existing research by taking an example done with Dirichlet conditions in 1996 by Kirk Lancaster and David Siegel and recreating the example with contact angle data instead. With the use of contact angle data we find that where in the original example $\gamma$ could not be bounded away from zero or $\pi$, we were able to find a capillary surface such that $\gamma$ is bounded away from 0 and $\pi$. [10]. We conclude with an extension of the example in [37] of a region of no radial limits with Dirichlet Data to a region of no radial limits with Contact Angle Data which has been submitted for publication [43].

1.2 A Bit of Background

In the early 18th century, observations of capillarity phenomena were published in the Philosophical Transactions of the Royal Society. In 1710, Francis Hauksbee studied capillary surfaces in wedge domains and published several observations of those capillary wedge domains in the Philosophical Transactions. Brook Taylor had articles such as Part of a Letter from Mr. Brook Taylor, F. R. S. to Dr. Hans Sloane R. S. Secr. Concerning the
Ascent of Water between Two Glass Planes (1710), which involved observations of capillarity phenomena, published in the same journal.

The topic which we now call “curvature” was discussed during the 18th century but the formulation of the notion of “mean curvature” was developed by Thomas Young in 1805 and Pierre-Simon Laplace in 1806; they observed that the “mean curvature” of the free surface should be proportional to the change in pressure across the surface and that the fluid should meet the boundary walls with a constant angle. The derivations of Young and Laplace were not rigorous; Carl Friedrich Gauss rigorously proved the “Young-Laplace equation” and the “contact angle boundary condition” in 1830.

In the second half of the 19th century, the Belgian physical chemist J.A.F. Plateau studied soap films (i.e. minimal surfaces), soap bubbles (i.e. constant mean curvature surfaces), capillary surfaces, the surface tension of fluids and many other phenomena of importance to surface chemistry and other disciplines. By using fluids of equal density, he was able to study surfaces for which the effects of gravity were essentially absent. Plateau and later Lord Rayleigh studied the stability of liquid columns. Common numerical procedures were developed for and tested on capillary problems such as hanging drops during the 19th century.

Capillarity fell out of favor in the first half of the 20th century and little significant progress was recorded. Interest in capillarity phenomena underwent a renewal in the second half of the twentieth century, in part because of interest in space exploration and of advances in chemical engineering and surface chemistry. The modern mathematical theory of capillarity developed after 1950. During the decades of 1950-1979, individuals like Paul Concus, Robert Finn, Ennio Di Giorgi, Mario Miranda, M. Emmer, Herbert Federer, Fred Almgren, Jean Taylor, Enrico Giusti and others made significant contributions to this branch of the theory of calculus of variations. Since 1980, these researchers and many others have contributed to an explosion of knowledge about geometric analysis, geometric partial differential equations and the portion of the calculus of variations involved with “curvature problems.”
1.3 Recent Research Efforts

If the boundary $\partial \Omega$ of the domain $\Omega$ has a corner, then the cylindrical container $\Omega \times \mathbb{R}$ is a “wedge” and the behavior of capillary surfaces in such containers is of long-standing interest. In general, when the opening angle of the wedge is small when compared to the boundary data, bounded solutions of the capillary problem do not exist; several researchers such as Robert Finn, L.F. Tam, Erich Miersemann and others have investigated this behavior.

In other cases, we know the capillary problem has a bounded solution $u \in C^2(\Omega)$, but this solution might not be continuous at the corner which lies on $\partial \Omega$. We will assume this corner is located at $O = (0, 0)$ and that the tangent rays to the two sides of $\partial \Omega$ near $O$, denoted in Lancaster’s notation as $\partial^+ \Omega$ and $\partial^- \Omega$, (and we will continue this type of notation) form an angle of magnitude $2\alpha$ for some $\alpha \in [0, \pi]$. We will assume $\alpha \in (0, \pi)$. What follows is a discussion of some of the literature on bounded solutions of the capillary problem, focusing on the literature which has the greatest influence on this work.

Sufficient conditions for the existence of a solution $u \in C^2(\Omega) \cap C^0(\overline{\Omega})$ of the capillary problem in a locally Lipschitz domain with constant contact angle $\gamma$ were obtained by Emmer in 1973 ([15]); this publication was the first to obtain existence of capillary surfaces for domains with corners. For non-convex corners, in which $\alpha \in (\pi/2, \pi)$, Emmer’s necessary condition was too restrictive and more appropriate conditions were obtained in 1977 by Finn and Gerhardt ([19]). In 1980, Simon ([53]) obtained nearly optimal sufficient conditions for the continuity and differentiability at a convex corner (i.e. $0 < \alpha < \pi/2$) of a solution of the capillary problem when the contact angle was Hölder continuous in a neighborhood of the corner. Also in 1980, in fact in the same issue of the journal (Pacific Journal of Math) as Simon, Korevaar ([27]) proved that at a reentrant corner (i.e. $\alpha \in (\pi/2, \pi)$) with constant contact angle, the solution of the capillary problem can be discontinuous at the corner, even though it is bounded (see also [28], [29].) In 1986, Tam ([54]) extended Simon’s result by investigating the borderline condition and obtained the continuity of capillary surfaces in these borderline cases. In 1986, Finn’s book *Equilibrium Capillary Surfaces* was published;
this book contains examples, techniques and theorems of great interest and use.

In 1985, Lancaster ([30]) studied a related problem, which was the Dirichlet problem for the minimal surface equation, when \( \partial \Omega \) had a reentrant corner and established the existence and behavior of the radial limits at \( O \) of solutions of the minimal surface problem (see also [12].) This paper introduced techniques which would be used subsequently to investigate Dirichlet and contact angle boundary value problems for mean curvature equations (e.g. [13], [31], [32], [33], [37], [38], [35].) For minimal surfaces, the stereographic projection \( g \) of the Gauss map \( \vec{N} \) is analytic (or “conjugate-analytic”) and this fact can be used to obtain “capillary graphs” (i.e. minimal surfaces \( z = u(x, y) \) which satisfy contact angle boundary conditions). The Weierstrass \((f, g)\) representation of minimal surfaces yield capillary graphs if appropriate analytic functions \( f \) can be obtained; such functions are solutions of Riemann-Hilbert problems; this technique was used in [14], [11] and [36]. Huff and McCuan ([22]) used a related technique in 2006.

In 1969, Concus and Finn ([3]) investigated capillary surfaces in wedges and revisited these surfaces in 1996 in ([7]), ([17]), (see also [9].) In 1996, an article by Lancaster and Siegel ([37]) was published and received a Featured Review ([18]) by Math Reviews; this paper proved that radial limits at \( O \) of bounded capillary surfaces exist under very weak conditions and characterized the behavior of these radial limits. It is this paper by Lancaster and Siegel that originally published the example that I modify in my research.

The existence of a “central fan” of (constant) radial limits was first established in [30] for solutions of the Dirichlet problem for the minimal surface problem, in [13] for solutions of the Dirichlet problem for mean curvature problems and for capillary surfaces in [37]. In his review of [37], Finn ([18]) noted that general sufficient conditions for the existence of central fans were not given in [37]. In [51], Shi and Finn broke the symmetry of an example in [37] and showed that the resulting capillary surface could not have a central fan (see chapter 4). In other words, the symmetry requirement is sharp. In [36], Athanassenas and Lancaster formally presented the central fan question to the mathematical community. At the moment,
even conjectures about necessary and sufficient conditions for the existence of central fans are unknown.

1.4 The Capillary Surface in a Cylinder

A capillary surface is the interface separating two fluids, one of which could be a gas (e.g. air), that are adjacent to each other but not miscible. Alternately, a capillary surface is formed when one liquid meets a corner whose sides are made of differing materials, and thus the fluid has differing contact angles with each material resulting in some interesting behavior at the corner. Our attention will focus on a liquid partially filling a vertical cylinder $\Omega \times \mathbb{R}$, $\Omega \subset \mathbb{R}^2$ and the interface it makes with the sides of the cylinder at the corner $O$. It is this alternate definition that we investigate.

Our problem comes down to finding a function $f \in C^2(\Omega)$, that satisfies the boundary
conditions in some way, such that

\[
div T f = \kappa f + \lambda \text{ in } \Omega \tag{1.1}
\]

\[
T f \cdot \nu = \cos \gamma \text{ on } \partial \Omega \tag{1.2}
\]

\[
T f = \frac{\nabla f}{\sqrt{1 + |\nabla f|^2}} \tag{1.3}
\]

where \(\lambda\) is a Lagrange parameter arising from a volume constraint. Our constant \(\kappa = \frac{\rho g}{\sigma}\) is the "capillary" constant; \(\rho\) is the change in density across the surface, \(g\) is gravity, and \(\sigma\) is the surface tension; \(\nu\) is the outward unit normal on \(\partial \Omega\), and \(\gamma\) is the contact angle made by the liquid on each type of surface and therefore is a function of position \((\gamma(s))\) on \(\partial \Omega\) such that \(0 \leq \gamma(s) \leq \pi\).

The surface \(z = f(x, y)\) describes the shape of the static liquid-gas interface in a vertical cylinder of cross-section \(\Omega\). The cases \(\kappa > 0, \kappa = 0, \kappa < 0\) correspond to positive (e.g. sitting or sessile drops), zero, and negative (e.g. hanging or pendant drops) gravity, respectively. If the liquid, gas, and cylinder are each homogeneous, then \(\gamma\) is constant. Finn [16] presents general existence theory that covers the case \(\kappa \geq 0\) and provides existence of a bounded variational solution that may be shown to have more regularity for the \(\kappa \geq 0\) case. Siegel provides existence for a classical solution in the \(\kappa > 0\) case under less restrictive hypotheses, although this solution may not be bounded. There is also existence theory for the \(\kappa < 0\) and \(|\kappa|\) small cases. ([34])

### 1.5 Capillary surfaces near Corners

As stated previously, we consider domains \(\Omega \subset \mathbb{R}^2\) whose boundary has a corner at a point \(O\), which without loss of generality will be considered to be at the origin \((O = (0, 0))\). Further, we will consider \(\partial \Omega\) to be at least piecewise smooth, that the tangent rays at the corner create an angle of size \(2\alpha\) at \(O\) and these tangent rays at \(O\) are \(\theta = \pm \alpha\).

We will say that the corner is **convex** when \(0 \leq \alpha < \frac{\pi}{2}\) and that the corner is **non-convex**
or \textit{reentrant} when \( \frac{\pi}{2} \leq \alpha < \pi \). For cases when \( \alpha = 0 \) or \( \alpha = \pi \), the region is said to have a cusp. Lastly, the case of a smooth boundary with a discontinuous contact angle at point \( O \) is included with \( \alpha = \frac{\pi}{2} \).

Now the positive gravity case (\( \kappa > 0 \)) with constant contact angle \( \gamma \) and straight boundary segments \( \partial^\pm \Omega^* \) (refer to figure 1.2) has already been well researched. For a convex corner, Paul Concus and Robert Finn have shown that if \( |\frac{\pi}{2} - \gamma| > \alpha \) then \( f \) is unbounded in \( \Omega^* \) and if \( |\frac{\pi}{2} - \gamma| \leq \alpha \) then \( f \) is bounded in \( \Omega^* \). They also have shown that any solution \( f \) will become unbounded at \( O \) on the order of \( \frac{1}{r} \). Erich Miersemann improved this estimate by showing that
\[
|f(r \cos(\theta), r \sin(\theta)) - \frac{\cos(\theta) - \sqrt{k^2 - \sin^2(\theta)}}{kkr} | < Cr^\epsilon
\] (1.4)
near \( O \), where \( k = \frac{\sin(\alpha)}{\cos(\gamma)} \). Miersemann later obtained an expansion in powers of \( r \) that is asymptotic to any prescribed finite order and whose coefficients and domain are independent of the particular solution considered. Using a similar method as Miersemann’s, Concus and Finn obtained an expansion in the case of a discontinuous, locally constant contact angle with the result that for any nonnegative integer \( m \) there exist positive constants \( r_0, A, \) and \( m + 1 \) bounded analytic functions \( h_{4j-1}(\theta) \) such that:
\[
|f(r \cos(\theta), r \sin(\theta)) - \sum_{j=0}^{m} h_{4j-1}(\theta)r^{4j-1} | < Ar^{4m+3}.
\] (1.5)
Moreover, the constants \( r_0, A, \) and the functions \( h_{4j-1} \) are independent of the particular solution \( f \) being considered. [34]

1.6 \hspace{1em} The Concus-Finn Conjecture

An extremely interesting and important question about nonparametric capillary surfaces is that of determining necessary and sufficient conditions for the continuity at a corner \( P \) of a solution \( f \) of (1.1)-(1.2). As a solution of a boundary value problem for a quasi-linear elliptic equation with positive genre (\( g = 2 \), and thus very irregular), this possibility of obtaining
Figure 1.2: The local domain (shaded) for the reentrant corner case. $\frac{\pi}{2} \leq \alpha < \pi$
such conditions should have been highly unlikely; solutions of equations like (1.1) can behave near a point of the boundary of the domain in radically different ways than can solutions of equations such as Laplace’s equation or a Poisson equation, as illustrated by Lancaster and Jin [25] and Serrin [49].

As stated in the previous section, we assume Ω is a domain in $\mathbb{R}^2$ whose boundary has a corner of size $2\alpha$ at a point which, we take to be the origin $O = (0, 0)$; we further assume that the domain is oriented such that the rays $\theta = +\alpha$ and $\theta = -\alpha$ are tangent to $\partial \Omega$ at $O$ and the directions $\theta \in (-\alpha, +\alpha)$ are the interior directions to $\Omega$ from $O$, where $(r, \theta)$ denote polar coordinates about $O$. We parameterize $\partial \Omega$ near $O$ by $(x(s), y(s))$ such that $(x(0), y(0)) = (0, 0)$, $y(s) > 0$ for $s > 0$ and $y(s) < 0$ for $s < 0$. We also suppose that the contact angle $\gamma = \gamma(x, y)$ may depend on $(x, y) \in \partial \Omega$ and assume the limits

$$\gamma_1 = \lim_{s \downarrow 0} \gamma(x(s), y(s)) \quad \text{and} \quad \gamma_2 = \lim_{s \uparrow 0} \gamma(x(s), y(s)) \quad (1.6)$$

both exist.

Attempts to study of capillary surfaces in wedge domains can be problematic, as illustrated by Keller (1991) and Vreeburg (1990). In 1991 Concus and Finn found that Vreeburg was incorrect; Vreeburg’s argument is invalid since it does not distinguish between mean curvature and Gauss curvature and ignores the findings of Tam in 1986. We also observe that Vreeburg fails to consider the possibility of a jump discontinuity in the trace of the capillary surface on the boundary cylinder (see [37]). In 1996 Concus and Finn noted that Keller’s 1991 paper was incorrect; Keller, King and Merchant argued that the only ruled minimal surfaces in $\mathbb{R}^3$ were planes, ignoring helicoids, and seemed to be confused about the notion of principal curvature. As with Vreeburg, they failed to consider the possibility of bounded, discontinuous (at the corner) capillary surfaces when $\gamma_1 \neq \gamma_2$. Concus and Finn did consider this important possibility; as part of their investigation of these capillary surfaces, they discussed the question of continuity at a corner and in 1992 formulated the following conjecture for convex corners. [36]
Concus-Finn Conjecture: (e.g. [50]) Suppose $\alpha \in (0, \frac{\pi}{2})$, $\gamma_1, \gamma_2 \in (0, \pi)$ and $|\gamma_1 - \gamma_2| > \pi - 2\alpha$. Then a solution of (1.1)-(1.2) must be discontinuous at $O$.

Refering to figure 1.3, for general $\gamma_1, \gamma_2$ and $\kappa = 0$, if the data falls in the $D_1$ regions then there is no solution; for data in the $D_2$ solutions exist, but they have discontinuous unit normals at $O$. For data in $R$ and $2\alpha < \pi$, all solutions are continuous. For $\gamma_1 = \gamma_2 = \gamma$, if $\alpha < \frac{\pi}{2}$ and $\alpha + \gamma \geq \frac{\pi}{2}$ than all solutions are differentiable up to $O$. Lieberman (1988) and Miersemann (1989) showed that such solutions are Holder differentiable at $O$. Further, Huff and McCuan (2006) gave examples to show that solutions need not be twice differentiable at $O$. When $\kappa > 0$ and $\gamma_1 = \gamma_2 = \gamma$, for data in $D_1$ all solutions become unbounded at $O$ like $\frac{1}{r}$. (We note that Lancaster has proved this conjecture, which is in a paper currently submitted to the Pacific Journal of Math ([35]).) What the Concus-Finn conjecture implies is that for all data in $D_2$, all solutions are discontinuous.
1.7 Radial Limits, Central Fans and Continuity at Corners

Lancaster and Siegel in [37] proved the existence of radial limits of a bounded solution $f$ to (1.1) that satisfies (1.2) on the sufficiently smooth portions of $\partial \Omega$ where $\gamma$ is bounded away from 0 and $\pi$, and for a convex corner an additional condition is satisfied that couples $\gamma^+$ and $\gamma^-$. We denote the radial limits of $f$ by

$$Rf(\theta) = \lim_{r \to 0^+} f(r \cos \theta, r \sin \theta),$$

and

$$Rf(\pm \alpha) = \lim_{x \to O, x \in \partial \Omega^*} f(x, x = (x, y),$$

for $-\alpha < \theta < \alpha$, which are the limits of the boundary values of $f$ on the two sides of the corner.

We now provide, without proof (see [37] for these details), the necessary theorems that establish these radial limits exist.

**Theorem 1.** ([37]) Let $f$ be a bounded solution to (1.1) that satisfies (1.2) on $\partial \Omega^* \setminus O$, which is discontinuous at $O$, with $0 < \gamma_0 \leq \gamma^\pm(s) \leq \gamma_1 < \pi$. If $\alpha \geq \pi/2$ then $Rf(\theta)$ exists for all $\theta \in [-\alpha, \alpha]$. If $\alpha < \pi/2$ and there exist constants $\gamma^+, \gamma^-, 0 < \gamma^\pm \leq \pi/2, \pi/2 \leq \gamma^\pm < \pi$, that satisfy

$$\gamma^+ + \gamma^- > \pi - 2\alpha \text{ and } \gamma^+ + \gamma^- < 2\alpha + \pi$$

so that $\gamma^\pm(s) \leq \gamma^\pm$ for all $s, 0 < s < s_0$, for some $s_0$, then we again have $Rf(\theta)$ existing for all $\theta \in [-\alpha, \alpha]$. Furthermore, in either case, $Rf(\theta)$ is a continuous function on $[-\alpha, \alpha]$ whose behavior can be characterized in one of the following ways:

(i) There exist $\alpha_1$ and $\alpha_2$ such that $-\alpha \leq \alpha_1 < \alpha_2 \leq \alpha$, and $Rf$ is constant on $[-\alpha, \alpha_1]$ and $[\alpha_2, \alpha]$, and strictly increasing or strictly decreasing on $[\alpha_1, \alpha_2]$. Label these case(I) and case(D), respectively.
Figure 1.4: Radial Limits
(ii) There exist $\alpha_1, \alpha_L, \alpha_R, \alpha_2$ so that $-\alpha \leq \alpha_1 < \alpha_L < \alpha_R < \alpha_2 \leq \alpha$, $\alpha_R = \alpha_L + \pi$, and $Rf$ is constant on $[-\alpha, \alpha_1], [\alpha_L, \alpha_R]$, and $[\alpha_2, \alpha]$ and either increasing on $[\alpha_1, \alpha_L]$ and decreasing on $[\alpha_R, \alpha_2]$ or decreasing on $[\alpha_1, \alpha_L]$ and increasing on $[\alpha_R, \alpha_2]$. Label these case (ID) and case (DI), respectively.

When $\kappa \geq 0$, $f$ is automatically bounded.

**Proposition 1.** ([37]) Let $f$ be a solution to (1.1) satisfying (1.2) on $\partial^\pm \Omega^* \setminus O$, with $\gamma$ satisfying the restrictions in Theorem 1 and $\kappa \geq 0$. Then $f$ is bounded in a neighborhood of $O$.

If as we approach $O$ the contact angle has limiting values on $\partial^\pm \Omega^*$, we have:

**Theorem 2.** ([37]) In addition to the hypotheses of Theorem 1 assume that $\lim_{s \to 0^+} \gamma^\pm_0(s) = \gamma_0^\pm$ both exist. Then there exist fans of constant radial limits adjacent to each tangent direction at $O$: $\alpha_1 + \alpha \geq \gamma_0^-$ or $\pi - \gamma_0^-$ and $\alpha - \alpha_2 \geq \gamma_0^+$ or $\pi - \gamma_0^+$. The lower bound on the size of which the fan holds is described in terms of the cases labeled in Theorem 1:

\[
\begin{align*}
\alpha_1 + \alpha &\geq \gamma_0^- \text{ for (D) and (DI)} \\
\alpha_1 + \alpha &\geq \pi - \gamma_0^- \text{ for (I) and (ID)} \\
\alpha - \alpha_2 &\geq \gamma_0^+ \text{ for (I) and (DI)} \\
\alpha - \alpha_2 &\geq \pi - \gamma_0^+ \text{ for (D) and (ID)}
\end{align*}
\]

One of the results obtained from [37] (and restated in [36]), specifically from Corollaries 2 and 3, is the non-convex (reentrant) analog to the Concus-Finn Rectangle (figure 1.3):

- For $\gamma_1, \gamma_2 \in R(2\alpha)$, $f$ is continuous up to $O$, or be in case (D) or (I).
- For $\gamma_1, \gamma_2 \in D_1^+(2\alpha)$, $f$ cannot be in case (ID.)
- For $\gamma_1, \gamma_2 \in D_1^-(2\alpha)$, $f$ cannot be in case (DI.)
- For $\gamma_1, \gamma_2 \in D_2^+(2\alpha)$, $f$ can be continuous up to $O$ or be in case (D).
- For $\gamma_1, \gamma_2 \in D_2^-(2\alpha)$, $f$ can be continuous up to $O$ or be in case (I).
In short, there are no continuous solutions in the $D_1^\pm$ or $D_2^\pm$ regions. This result was proved by Shi in [50].

As noted earlier, in a response to [37], Shi and Finn [51] found that the central fan of radial limits was very much dependant upon symmetry phenomena. To quote the abstract of [51]: "In establishing conditions for continuity of the height of a capillary surface $f(x, y)$ at a re-entrant corner point of the domain of definition, Lancaster and Siegel introduced a hypothesis of symmetry, which does not appear in corresponding conditions for a protruding corner. We show here that the hypothesis cannot be discarded. Starting with a symmetric configuration for which the surface height is continuous at the corner point in accordance with the hypotheses of those authors, we show that the height can be made discontinuous by an asymmetric domain perturbation that is in an asymptotic sense arbitrarily small, and for which all hypotheses other than that of symmetry remain in force."

1.7.1 Convex Corners

In Corollary 4 of [37], Lancaster and Siegel proved that a solution $f$ of (1.1)-(1.2) must be continuous at $O$ if $\alpha \leq \frac{\pi}{2}$, $|\gamma_1 - \gamma_2| \leq \pi - 2\alpha$ and $|\gamma_1 + \gamma_2 - \pi| < 2\alpha$. The proof of Corollary 4 follows from lower bounds on the sizes of “fans” of constant radial limits obtained in Theorem 2 of [37]. These bounds implied the “fans” touch or overlap and hence $Rf$ is a constant function on $[-\alpha, \alpha]$, where $Rf(\pm \alpha)$ are defined as the one-sided limits at $O$ of the trace of $f$ and these limits are proven to exist as part of the proof of Theorem 1; if $f$ is discontinuous at $O$, Theorem 1 implies $Rf$ is not constant. When $|\gamma_1 + \gamma_2 - \pi| > 2\alpha$, we know that no solution of (1.1)-(1.2) can remain bounded near $O$ (see [5], [6]) and when $|\gamma_1 + \gamma_2 - \pi| = 2\alpha$, a variation of Tam’s argument from his 1986 work should establish the continuity of a solution at $O$. Since the Concus-Finn conjecture was proved, we have that $f$ is discontinuous at the corner if $|\gamma_1 - \gamma_2| > \pi - 2\alpha$. Thus, assuming the successful application of Tam’s arguments, the continuity or discontinuity of a solution of (1.1)-(1.2) at a convex corner is completely determined by “local” geometric information (i.e. $\gamma_1$, $\gamma_2$ and $\alpha$); when
$\alpha \leq \frac{\pi}{2}$, $f$ is continuous at $O$ if and only if $|\gamma_1 + \gamma_2 - \pi| \leq 2\alpha$ and $|\gamma_1 - \gamma_2| \leq \pi - 2\alpha$. [36]

### 1.7.2 Nonconvex Corners

Recall that conclusion of Theorem 1 of [37] is that the radial limits of $f$ behave in one of the following ways:

(i) There exist $\alpha_1$ and $\alpha_2$ so that $-\alpha \leq \alpha_1 < \alpha_2 \leq \alpha$ and $Rf$ is constant on $[-\alpha, \alpha_1]$ and $[\alpha_2, \alpha]$ and strictly increasing or strictly decreasing on $[\alpha_1, \alpha_2]$.

(ii) There exist $\alpha_1, \alpha_L, \alpha_R, \alpha_2$ so that $-\alpha \leq \alpha_1 < \alpha_L < \alpha_R < \alpha_2 \leq \alpha$, $\alpha_R = \alpha_L + \pi$, and $Rh$ is constant on $[-\alpha, \alpha_1], [\alpha_L, \alpha_R]$, and $[\alpha_2, \alpha]$ and either strictly increasing on $[\alpha_1, \alpha_L]$ and strictly decreasing on $[\alpha_R, \alpha_2]$ or strictly decreasing on $[\alpha_1, \alpha_L]$ and strictly increasing on $[\alpha_R, \alpha_2]$.

Notice that Theorem 1 (and its proof) shows that the size of the “central fan” $[\alpha_L, \alpha_R]$ of directions for which $Rf$ is constant is exactly $\pi$. For the $\kappa = \lambda = 0$ in (2.1), the fact that the size of the central fan is exactly $\pi$ was obtained in Theorem 2 of [31]. Further, notice that the conclusion of Theorem 2 (above) is that there are lower bounds on the sizes of the “side fans” $[-\alpha, \alpha_1]$ and $[\alpha_2, \alpha]$ depending on which of the cases (I), (D), (ID) or (DI) holds, and these bounds are:

- $\alpha_1 + \alpha \geq \gamma_2$ for (D) and (DI);
- $\alpha_1 + \alpha \geq \pi - \gamma_2$ for (I) and (ID);
- $\alpha - \alpha_2 \geq \gamma_1$ for (I) and (DI);
- $\alpha - \alpha_2 \geq \pi - \gamma_1$ for (D) and (ID).

The existence of fans of radial limits, particularly central fans, is where our interest lie. Example 2 of [37] is a nonparametric capillary surface where a central fan can be seen to exist. In [50], Shi assumes the Concus-Finn Conjecture holds and proves that for $\kappa > 0$, $\alpha > \frac{\pi}{2}$ and either $|\gamma_1 - \gamma_2| > 2\alpha - \pi$ or $|\gamma_1 + \gamma_2 - \pi| > 2\pi - 2\alpha$, then a solution $f$ of (1.1)-(1.2) must be discontinuous at $O$. With the proof of the Concus-Finn Conjecture, this means that
the continuity question at a non-convex corner reduces to the situation where the size $2\alpha$ of the opening angle and the limiting contact angles $\gamma_1$ and $\gamma_2$ are related by

$$|\gamma_1 - \gamma_2| \leq 2\alpha - \pi \quad \text{and} \quad |\gamma_1 + \gamma_2 - \pi| \leq 2\pi - 2\alpha. \quad (1.7)$$

When $|\gamma_1 + \gamma_2 - \pi| \leq 2\pi - 2\alpha$, Lancaster and Athanassenas ([36]) define the central fan question to be the issue of finding necessary and sufficient conditions for excluding Theorem 1 (i) of [37] (i.e. case (I) and case (D), the monotonic cases). They demonstrate that the only possibilities are that $f$ is discontinuous at the corner $O$ and Theorem 1(i) holds at $O$ or that $f$ is continuous at $O$. To see this, suppose $f$ is discontinuous at $O$ and either case (ID) or (DI) holds. If (ID) holds, then $\alpha - \alpha_2 \geq \pi - \gamma_1$, $\alpha_1 - (-\alpha) \geq \pi - \gamma_2$ and (using the fact that central fans are of size $\pi$) the sum of the sizes of the three fans is at least $\pi - \gamma_1 + \pi + \pi - \gamma_2 = 3\pi - \gamma_1 - \gamma_2$. Now if (DI) holds, then $\alpha - \alpha_2 \geq \gamma_1$, $\alpha_1 - (-\alpha) \geq \gamma_2$ and the sum of the sizes of the three fans is at least $\gamma_1 + \pi + \gamma_2$. Now $|\gamma_1 + \gamma_2 - \pi| \leq 2\pi - 2\alpha$ implies $2\alpha \leq \pi + \gamma_1 + \gamma_2$ and $2\alpha \leq 3\pi - \gamma_1 - \gamma_2$ and these imply that the sum of the sizes of the fans is at least $2\alpha$; since $Rf$ is constant on each fan, $Rf$ must be constant and therefore the assumption that $f$ is discontinuous at $O$ is must be false. Thus, we see that a necessary and sufficient condition for the continuity of $f$ at $O$ is that $|\gamma_1 + \gamma_2 - \pi| \leq 2\pi - 2\alpha$ and the radial limits of $f$ are be monotonic (or, in other words, Theorem 1(i), of [37] hold).

Consider the symmetry condition [36] that says that a capillary problem (1.1)-(1.2) satisfies an “(even) symmetry condition at a point $P \in \partial \Omega$” if there is a rigid motion $L : \mathbb{R}^2 \to \mathbb{R}^2$ such that $L(P) = O$, $L(\Omega)$ is symmetric with respect to the $x$–axis and $\gamma \circ L^{-1}(x, -y) = \gamma \circ L^{-1}(x, y)$ for all $(x, y) \in L(\partial \Omega)$.

Corollary 2 of [37] is the first result which provides sufficient conditions for the existence of a central fan; from this follows: Suppose $\kappa \geq 0$, $\Omega$ has a non-convex corner at $P \in \partial \Omega$, (1.1)-(1.2) satisfies the symmetry condition at $O$ and $f$ satisfies (1.1)-(1.2). Then $f^* = f \circ L^{-1}$ is even in $y$ and $Rf^*(\theta; O)$ is constant for $\theta \in [-\frac{\pi}{2}, \frac{\pi}{2}]$. 
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As stated previously, in [51], Shi and Finn examined Example 2 of [37] and modified its construction to obtain a κ > 0 capillary surface in an asymmetric domain; their solution satisfied the angle requirements of Corollary 2 of [37] (i.e. (1.7) with γ₁ = γ₂) but was discontinuous at O. The Shi-Finn construction made, in a sense explained in [51], an arbitrarily small perturbation in the domain which left a neighborhood of O unaltered. Thus a perturbation in the domain well away from the corner causes a discontinuity in f at O, and therefore the symmetry condition is required for continuity.

Wishing to observe these fans of radial limits, we will review the procedures necessary to numerically construct surfaces of the type used in [36] by computing conformal maps and calculating a few complex integrals. These procedures will be discussed in the next chapter, and are the basis for Francis Nguyen’s computations in [47].

1.8 Constructing a Capillary Graph

As in [36] our domain construction begins by assuming that domain Ω is symmetric about the coordinate axes, and star shaped as in figure (1.5). In each quadrant, ∂Ω has a non-convex corner, and their interest is in the existence of the fans of radial limits at these corners. They remind the reader that they must keep in mind that the symmetry condition will not hold at these corners when γ₁ ≠ γ₂ (for example, f will not be symmetric with respect to the line through point P that bisects angle APB in figure (1.5) when γ₁ ≠ γ₂).

The reader’s attention is restricted to Ω₀, which is defined as the quarter of the domain in the second quadrant, and require the Gauss map of the surface z = f over Ω₀ to be injective.

While this requirement that the Gauss map be injective is critical for their construction using the Weierstrass (f, g)–representation; minimal surfaces with injective Gauss maps over nonconvex domains are, in some sense, rare and this requirement will ”single out” (dependant upon γ) the particular domain Ω in which we will work. [36]

Specifically, to create the domain, they let δ ∈ (0, π/4) and, for B = (x₀, 0) with x₀ ∈ (− cot(δ), − tan(δ)), consider the domain Ω(B) ⊂ R², as illustrated in Figure (1.5), whose
boundary is a polygon with eight sides which is symmetric with respect to the horizontal and vertical axes and whose two sides in the second quadrant have vertices at \((0, 1)\), \(P\) and \(B\), where \(P = P(x_0)\) is the point of intersection of the lines \(y = \cot(\delta)x + 1\) and \(y = \tan(\delta)(x - x_0)\). In this figure, Lancaster and Athanassenas have labeled the vertices of \(\partial \Omega\), starting at \((0, 1)\) and moving in a counterclockwise direction, as \(A, P, B, Q, C, R, D\) and \(S\) respectively and label the origin as \(O\). Notice that the convex angles \(OAP\) and \(OBP\) have measure \(\delta\) and the non-convex angle \(APB\) has measure \(\frac{3}{2}\pi - 2\delta\). Let \(\Omega_0(B)\) be the (open) region whose boundary is the non-convex quadrilateral \(APBO\).

Consider \(\Omega = \Omega(B)\) as the cross section of a vertical cylinder \(\Lambda\). Here, the authors must specify the contact angle boundary condition on \(\Lambda\). Let \(\gamma_1, \gamma_2 \in (0, \frac{\pi}{2})\) satisfy the condition

\[
\tan(\delta) < \frac{\cos(\gamma_2)}{\cos(\gamma_1)} < \cot(\delta) \tag{1.8}
\]
and define the function \( \gamma : \partial \Omega \to \mathbb{R} \) by

\[
\gamma(x, y) = \begin{cases} 
\gamma_1 & \text{if } (x, y) \in AP \cup CR \\
\gamma_2 & \text{if } (x, y) \in PB \cup RD \\
\pi - \gamma_2 & \text{if } (x, y) \in BQ \cup DS \\
\pi - \gamma_1 & \text{if } (x, y) \in QC \cup SA.
\end{cases}
\]

Now, consider the capillary problem (1.1)-(1.2) in cylinder \( \Lambda \) with contact angle boundary data \( \gamma \), gravitational constant \( \kappa \geq 0 \) and Lagrange multiplier \( \lambda \). In [36], they are interested in the behavior of the solution in zero gravity, and so shall we be. In this case, the combination of \( \kappa = 0 \), the divergence theorem, and equations (1.1) and (1.2) implies

\[
\lambda|\Omega| = \int_{\Omega} \text{div}(Tf) \, dA = \int_{\partial \Omega} \cos(\gamma) \, ds.
\]

Since \( \cos(\gamma(x, y)) \) is an odd function of \( x \) and of \( y \), we see that \( \lambda = 0 \). This means the solution surface \( f \) will be minimal, as required.

For their study, Lancaster and Athanassenas consider pairs \( (\gamma_1, \gamma_2) \) of contact angles which satisfy the additional restrictions of \( \gamma_1 \geq \delta \) and \( \gamma_2 \geq \delta \) for \( \delta \in (0, \frac{\pi}{4}) \). The authors want the stereographic projection \( E \) of the image of the Gauss map of their solution over \( \Omega_\theta(B) \) for an appropriate \( B \), and this will be the region that will need to be conformally mapped to the disc. To determine \( E \), let \( B_1 = \{ w \in \mathbb{C} : |w| < 1 \} \), \( Q_1 = \{ w \in B_1 : \text{Re}(w) < 0, \text{Im}(w) > 0 \} \) and set

\[
E_0 = \{ w \in Q_1 : |w - w_1| > \tan(\gamma_1), |w - w_2| > \tan(\gamma_2) \},
\]

where \( w_1 = u_1 + iv_1 = -\cos(\delta) \sec(\gamma_1) + i \sin(\delta) \sec(\gamma_1) \) and \( w_2 = u_2 + iv_2 = -\sin(\delta) \sec(\gamma_2) + i \cos(\delta) \sec(\gamma_2) \). Now, the constant contact angle condition on the vertical plane \( \overline{AP} \times \mathbb{R} \) corresponds to requiring the Gauss map to lie on the circle on \( S^2 \) which is the intersection of
$S^2$ and a cone with opening angle $\gamma_1$. The stereographic projection of this circle is the circle

$$C_1 = \{ w : |w - w_1| = \tan(\gamma_1) \}$$

centered at $w_1$. In the same way, the authors point out that the constant contact angle condition on the vertical plane $PB \times \mathbb{R}$ corresponds to requiring the Gauss map to lie on the circle on $S^2$ which is the intersection of $S^2$ and a cone with opening angle $\gamma_2$. The stereographic projection of this second circle is

$$C_2 = \{ w : |w - w_2| = \tan(\gamma_2) \}.$$

Then $E = \overline{E}_0$.

Now let’s take a look at set $E$, which is a simply connected subset of the closed unit disc. The boundary of $E$ consists of portions of the circles $C_1$ and $C_2$ which are orthogonal to the unit circle $\partial B_1$, the positive imaginary axis, the negative real axis and (possibly) the unit quarter-circle $\{ w \in \partial B_1 : \text{Re}(w) \leq 0, \text{Im}(w) \geq 0 \}$. If the circles $C_1$ and $C_2$ intersect in $|w| \leq 1$, then let $w_0 = u_0 + iv_0$ be this point of intersection; (1.8) implies $w_0 \in Q_1$ and by reflecting about $\partial B_1$, we see that

$$(v_2 - v_1)v_0 = (u_1 - u_2)u_0.$$ 

Note that $C_1$ lies entirely in the open set $\text{Re}(w) < 0$ for $\gamma_1 < \frac{\pi}{2} - \delta$ and $C_2$ lies entirely in the open set $\text{Im}(w) > 0$ for $\gamma_2 < \frac{\pi}{2} - \delta$.

Let sets $\sigma_j$, $j = 1, 2, \ldots, 5$ be defined as

$$\sigma_1 = \partial E \cap C_1, \quad \sigma_2 = \partial E \cap C_2, \quad \sigma_3 = \{ w \in \partial E : \text{Im}(w) = 0 \},$$

$$\sigma_4 = \{ w \in \partial E : \text{Re}(w) = 0 \} \quad \& \quad \sigma_5 = \{ w \in \partial E : |w| = 1 \}.$$
Denote vertex $t_0 = 0$. Denote the remaining vertices of the polygon formed by $\partial E$ and the $\sigma_j$ as $t_1, \ldots, t_k$ for $3 \leq k \leq 4$. These $t_i$ have the following properties:

(i) $t_1, t_2 \in \sigma_1$ and $\text{Im}(t_2) = 0$; i.e. $t_2$ is the intersection of $C_1$ with the negative real axis and $t_1$ is the intersection of $C_1$ with either $C_2$ (see (iii)) or $\partial B_1$ (see (iv)).

(ii) $t_3 \in \sigma_2$ and $\text{Re}(t_3) = 0$; i.e. $t_3$ is the intersection of $C_2$ with the positive imaginary axis.

(iii) $\gamma_1 + \gamma_2 \geq \frac{\pi}{2} - 2\delta$ implies $k = 3$ and $t_1 \in \sigma_2$;

(iv) $\gamma_1 + \gamma_2 < \frac{\pi}{2} - 2\delta$ implies $k = 4$, $t_4 \in \sigma_2$ and $t_1, t_4 \in \partial B_1$.

When condition (iii) holds, figure 1.6 illustrates the shape of $E$. While figure 1.7 illustrates the shape of $E$ when condition (iv) holds. Note that when condition (iv) holds, $t_1 = e^{(\pi - \delta - \gamma_1)i}$ and $t_4 = e^{(\frac{\pi}{2} + \delta + \gamma_2)i}$. 

Figure 1.6: $\gamma_1 \geq \delta, \gamma_2 \geq \delta, \gamma_1 + \gamma_2 \geq \frac{\pi}{2} - 2\delta$

Figure 1.7: $\gamma_1 \geq \delta, \gamma_2 \geq \delta, \gamma_1 + \gamma_2 < \frac{\pi}{2} - 2\delta$
For the Weierstrass representation, let us define $g : E \to E$ by $g(w) = w$. It is necessary to find $f \in C^0(E \setminus \{t_1, \ldots, t_k\})$ with, at worst, integrable singularities at $t_1, \ldots, t_k$ which is analytic in $E_0$ and define $X \in C^0(E : \mathbb{R}^3) \cap C^2(E_0 : \mathbb{R}^3)$ with

$$X(u + iv) = (x(u, v), y(u, v), z(u, v))$$  \hspace{1cm} (1.9)

and $K(u + iv) = (x(u, v), y(u, v))$ for $u + iv \in E$ such that $X(0) = (0, 0, 0)$,

(a) the analytic functions $(f, g)$ form the Weierstrass representation of $X$ (Osserman [48]) and require the use of fundamental forms. I detail computing fundamental forms in my Master’s Thesis [42]:

(b) $K$ is a homeomorphism between $\sigma_1$ and $AP$, $\sigma_2$ and $PB$, $\sigma_3$ and $OA$, and $\sigma_4$ and $BO$ respectively (where, for example, $OA$ means the line segment between $O$ and $A$), and

(c) $K$ is constant on each component of $\sigma_5$.

Here we say $f$ has an integrable singularity at $t_n$ if and only if $|f(w)| \leq C|w - t_n|^s$ with $-1 < s < 0$ and $C \geq 0$ for $w$ near $t_n$.

At this point, the solution to a Riemann-Hilbert problem is necessary as is the rest of the outline of the numerical scheme (as computed in [47], which is shown in the next chapter.
Chapter 2

2 Riemann-Hilbert and the Scheme of Things

2.1 Solving the Riemann-Hilbert Problem

Following the method found in [36], we begin by formulating the Riemann-Hilbert problem that must be solved by temporarily assuming the existence of a suitable function $f$.

The boundary requirements (b) imply

\begin{align}
  y(u, v) &= \cot(\delta)x(u, v) + 1, \quad \text{for } u + iv \in \sigma_1 \\
  y(u, v) &= \tan(\delta)(x(u, v) - x_0) \quad \text{for } u + iv \in \sigma_2 \\
x(u, v) &= 0 \quad \text{and} \quad 0 \leq y(u, v) \leq 1 \quad \text{for } u + iv \in \sigma_3 \\
y(u, v) &= 0 \quad \text{and} \quad x_0 \leq x(u, v) \leq 0 \quad \text{for } u + iv \in \sigma_4,
\end{align}

where $x_0 \in (-\cot(\delta), -\tan(\delta))$ remains to be determined. Let $f(u + iv) = f_1(u, v) + if_2(u, v)$, where $f_1$ and $f_2$ are real-valued. Now (a) implies

\begin{align}
x_w &= f(w)(1 - w^2)/2 \\
y_w &= if(w)(1 + w^2)/2 \\
z_w &= w f(w)
\end{align}

for $w \in E$ (e.g. Osserman [48]).
Since \( \frac{d}{dw} = \frac{1}{2}(\frac{\partial}{\partial u} - i\frac{\partial}{\partial v}) \), the equations above yield

\[
\begin{align*}
x_u(u, v) &= \text{Re}(f(w)(1 - w^2)), \\
x_v(u, v) &= -\text{Im}(f(w)(1 - w^2)), \\
y_u(u, v) &= \text{Re}(if(w)(1 + w^2)), \\
y_v(u, v) &= -\text{Im}(if(w)(1 + w^2)), \\
z_u(u, v) &= \text{Re}(2wf(w)), \\
z_v(u, v) &= -\text{Im}(2wf(w))
\end{align*}
\]

where \( w = u + iv \).

By parameterizing \( \sigma_k \) such that \( \sigma_k = \{w_k(t) = u_k(t) + iv_k(t) : t \in I_k\} \), for \( I_k \) a closed interval in \( \mathbb{R} \), \( k = 1, \ldots, 5 \), then by differentiating with respect to \( t \) (and denoting \( \frac{d}{dt} \) by a prime), they find

\[
\begin{align*}
(2) \Rightarrow y_u u'_1 + y_v v'_1 &= \cot(\delta)(x_u u'_1 + x_v v'_1), \\
(3) \Rightarrow y_u u'_2 + y_v v'_2 &= \tan(\delta)(x_u u'_2 + x_v v'_2), \\
(3) \Rightarrow x_u(u_3(t), 0) &= 0, \\
(2.4) \Rightarrow y_v(0, v_4(t)) &= 0, \\
(c) \Rightarrow x_u u'_5 + x_v v'_5 &= 0 \text{ and } y_u u'_5 + y_v v'_5 = 0
\end{align*}
\]

For \( \sigma_1 \), they have \( (u_1(t) - u_1)^2 + (v_1(t) - v_1)^2 = r_1^2 \) which implies

\[
\frac{u'_1(t)}{v'_1(t)} = -\frac{v_1(t) - v_1}{u_1(t) - u_1} = -\frac{\text{Im}(w_1(t) - w_1)}{\text{Re}(w_1(t) - w_1)}.
\]

For \( \sigma_2 \), they have \( (u_2(t) - u_2)^2 + (v_2(t) - v_2)^2 = r_2^2 \) and so

\[
\frac{u'_2(t)}{v'_2(t)} = -\frac{v_2(t) - v_2}{u_2(t) - u_2} = -\frac{\text{Im}(w_2(t) - w_2)}{\text{Re}(w_2(t) - w_2)}.
\]

Recall that \( \cot(\delta) = -\frac{\text{Re}(w_1)}{\text{Im}(w_1)} = -\frac{u_1}{v_1} \) and \( \tan(\delta) = -\frac{\text{Re}(w_2)}{\text{Im}(w_2)} = -\frac{u_2}{v_2} \).
Applying this information, the following is obtained:

\[
\text{Re}\left((a_k(u, v) + ib_k(u, v))f(u + iv)\right) = 0, \tag{2.5}
\]

when \((u, v) \in \sigma_k\), for \(k = 1, \ldots, 5\), where

\[
\begin{align*}
    a_1(u, v) + ib_1(u, v) &= ie^{-i\delta}(w - w_1)(e^{-2\delta i} - w^2) & \text{if } w = u + iv \in \sigma_1; \\
    a_2(u, v) + ib_2(u, v) &= e^{-i\delta}(w - w_2)(e^{2\delta i} + w^2) & \text{if } w = u + iv \in \sigma_2; \\
    a_3(u, v) + ib_3(u, v) &= -1 & \text{if } u + iv \in \sigma_3; \\
    a_4(u, v) + ib_4(u, v) &= -1 & \text{if } u + iv \in \sigma_4;
\end{align*}
\]

and

\[
    a_5(u, v) + ib_5(u, v) = (u + iv)^2 & \text{ if } w = u + iv \in \sigma_5.
\]

Now define \(a, b : \partial E \to \mathbb{R}\) by \(a(u + iv) = a_k(u, v)\) and \(b(u + iv) = b_k(u, v)\) if \(u + iv \in \sigma_k\), for \(k \in \{1, \ldots, 5\}\) and define \(G : \partial E \to \mathbb{C}\) by

\[
G(w) = a(w) + ib(w).
\]

Note that it is possible that \(\sigma_5 = \emptyset\), in which case \(a_5(u, v) + ib_5(u, v)\) has no impact on \(G\).

Assuming the existence of \(f\), the reader is led to (2.5). Now the authors formulate the problem of finding \(X\) with \(g\) equal to the identity function. Lancaster and Athanassenas wish to find a function \(f \in C^0(E \setminus \{t_1, \ldots, t_k\})\) which is analytic in \(E_0\) and satisfies

\[
\text{Re}(G(w)f(w)) = 0 \quad \text{for } w \in \partial E \setminus \{t_1, \ldots, t_k\}. \tag{2.6}
\]

This is a Hilbert problem with piecewise discontinuous Hölder coefficients \(G\) in the notation of Monakhov [44], Chapter 1, §4 (see this reference for notation). In order to use the results
in Monakhov [44], we need to compute the index of $G$ in an appropriate function class
$O(m) = O(t_{n_1}, \ldots, t_{n_m})$ for some $m \in \{0, \ldots, k\}$. We will continue to follow Lancaster and
Athanassenas in [36] as an example of this process.

Define $G_1 : \partial E \to \mathbb{C}$ by
$$G_1(w) = -\frac{G(w)}{\overline{G(w)}}.$$ 
And so $G_1(w) = -1$ for $w \in \sigma_3 \cup \sigma_4$, $G_1$ is continuous at 0 and $G_1(w) = -(\frac{\pi}{|w|})^4 = -\pi^4$ for
$w \in \sigma_5$. Set $\omega = e^{i\delta}$. Notice also that
$$G_1(w) = |G(w)|^{-2}(\omega(w - w_1)(\overline{\omega}^2 - w^2))^2, \quad \text{for } w \in \sigma_1,$$
and
$$G_1(w) = -|G(w)|^{-2}e^{2\delta i}(w - w_2)(w^2 + \omega^2))^2, \quad \text{for } w \in \sigma_2.$$

For two corners $t_n$ and $t_{n+1}$ ($n \geq 1$) on $\partial E$, let $[t_n, t_{n+1}]$ denote the arc of $\partial E$ between
$t_n$ and $t_{n+1}$ with $t_{k+1}$ denoting $t_1$; for example, $[t_1, t_2] = \sigma_1$ and $[t_2, t_3] = \sigma_3 \cup \sigma_4$. For
$n \in \{1, \ldots, k\}$, let
$$\theta_n = \frac{1}{2\pi}(\arg(G_1(t_n - 0)) - \arg(G_1(t_n + 0))),$$
where $\arg(G_1(t_n - 0))$ means the limit at $t_n$ of the argument of $G_1$ along the arc $[t_{n-1}, t_n]$ and $\arg(G_1(t_n + 0))$ means the limit at $t_n$ of the argument of $G_1$ along the arc $[t_n, t_{n+1}]$. The
argument is taken to be continuous along each arc $[t_n, t_{n+1}]$.

In order to understand the monotonic behavior of $\arg G_1$ on the different arcs, and since $G_1$ is a product on $\sigma_1$ and $\sigma_2$, consider $w \in \overline{Q}_1 \setminus \{-\overline{\omega}, i\omega\}$ and define
$$\lambda_1(w) = \arg(\omega^2 - w^2) \quad \text{and} \quad \lambda_2(w) = \arg(\omega^2 + w^2) = \arg(w^2 - (-\omega^2));$$
note that $\lambda_1(w) \in (-\frac{\pi}{2} - 2\delta, \frac{\pi}{2} - 2\delta)$ and $\lambda_2(w) \in (-\frac{\pi}{2} + 2\delta, \frac{\pi}{2} + 2\delta)$.

Notice that if $w \in \sigma_3$, then $\lambda_1(w) \in [-\frac{\pi}{2} - \delta, -2\delta)$ and if $w \in \sigma_4$, then $\lambda_2(w) \in (2\delta, \frac{\pi}{2} + \delta)$. 
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Let us factor $\bar{w}^2 - w^2$ and $\omega^2 + \omega^2$ and analyze these factors. Define $\alpha_1(w) = \arg(w - \bar{w}) \in \left[\frac{3\pi}{4} - \frac{\delta}{2}, \pi - \frac{\delta}{2}\right]$, $\alpha_2(w) = \arg(w + i\omega) \in \left[\frac{\pi}{2} + \frac{\delta}{2}, \frac{3\pi}{4} + \frac{\delta}{2}\right]$, $\beta_1(w) = \arg(w + \bar{w}) = \arg(w - (-\bar{w})) \in (-\pi - \delta, \pi - \delta)$ and $\beta_2(w) = \arg(w - i\omega) \in (\delta - \pi, \delta)$. Then

$$\lambda_1(w) = \alpha_1(w) + \beta_1(w) - \pi \quad \text{and} \quad \lambda_2(w) = \alpha_2(w) + \beta_2(w).$$

A few simple calculations show that if $w_{(1)}(\tau) = w_1 + r_1 e^{i\tau}$ parameterizes the circular arc $C_1 \cap \bar{B}_1$, then

$$\frac{d}{d\tau}(\alpha_1(w_{(1)}(\tau))) < 0, \quad \frac{d}{d\tau}(\beta_1(w_{(1)}(\tau))) > 0 \quad \text{and} \quad \frac{d}{d\tau}((\alpha_1 + \beta_1)(w_{(1)}(\tau))) > 0$$

while if $w_{(2)}(\tau) = w_2 + r_2 e^{i\tau}$ parameterizes the circular arc $C_2 \cap \bar{B}_1$, then

$$\frac{d}{d\tau}(\alpha_2(w_{(2)}(\tau))) < 0, \quad \frac{d}{d\tau}(\beta_2(w_{(2)}(\tau))) > 0 \quad \text{and} \quad \frac{d}{d\tau}((\alpha_2 + \beta_2)(w_{(2)}(\tau))) > 0.$$

Hence $\lambda_1(w)$ is strictly increasing as $w \in \sigma_1$ moves in a clockwise direction with respect to $E$ (i.e. counterclockwise on $C_1$) and $\lambda_2(w)$ is strictly increasing as $w \in \sigma_2$ moves in a clockwise direction with respect to $E$ (i.e. counterclockwise on $C_2$). In a similar manner, notice that $\lambda_1(u)$ is strictly increasing for $u \in [-1, 0]$ and $\lambda_2(iv)$ is strictly increasing for $v \in [0, 1]$.

Now continuing our pursuit of the index of $G$, and following the methods of Lancaster and Athanassenas in [36], suppose that $\gamma_1 + \gamma_2 \geq \frac{\pi}{2} - 2\delta$, so that $k = 3$. Then $t_1 = w_2 + r_2 e^{i\tau_{2A}}$ and $t_3 = w_2 + r_2 e^{i\tau_{2B}}$ for some $\tau_{2A} \in [\gamma_2 + \delta - \pi, 0)$ and $\tau_{2B} \in (\delta - \frac{\pi}{2}, 0]$ with $\tau_{2A} < \tau_{2B}$. Further, $t_1 = w_1 + r_1 e^{i\tau_{1A}}$ and $t_2 = w_1 + r_1 e^{i\tau_{1B}}$ for some $\tau_{1A} \in (-\frac{\pi}{2}, \frac{\pi}{2} - \delta - \gamma_1]$ and $\tau_{1B} \in [-\frac{\pi}{2}, -\delta)$ with $\tau_{1A} > \tau_{1B}$. We now see that $\alpha_2(t_3) = \arg(t_3 + i\omega) < \frac{\pi}{2} + \delta$, $\beta_2(t_3) = \arg(t_3 - i\omega) < \delta$, $\alpha_1(t_2) = \arg(t_2 - \bar{w}) > \pi - \delta$, $\beta_1(t_2) = \arg(t_2 + \bar{w}) > -\frac{\pi}{2} - \delta$, $\tau_{1A} - \tau_{2A} > 0$ and (1.8) implies $\tau_{2A} < 0$ and $\tau_{1A} > -\frac{\pi}{2}$. For the purpose of definiteness, set

$$\arg(G_1(t_1) - 0)) = \pi + 2\delta - 2(\tau_{2A} + \lambda_2(t_1))$$

$$\arg(G_1(t_1) + 0)) = -2(\delta + \tau_{1A} + \lambda_1(t_1))$$
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\[
\arg(G_1(t_2 - 0)) = -2(\delta + \tau_{1B} + \lambda_1(t_2)) \\
\arg(G_1(t_2 + 0)) = \arg(G_1(t_3 - 0)) = \pi \\
\arg(G_1(t_3 + 0)) = \pi + 2\delta - 2(\tau_{2B} + \lambda_2(t_3)).
\]

Notice that
\[
\theta_1 = \frac{1}{2} + \frac{2\delta + \tau_{1A} - \tau_{2A} + \lambda_1(t_1) - \lambda_2(t_1)}{\pi},
\]
\[
\theta_2 = -\frac{1}{2} - \frac{\delta + \lambda_1(t_2) + \tau_{1B}}{\pi} \in \left( -\frac{1}{2} + \frac{2\delta}{\pi}, \frac{1}{2} \right],
\]
and
\[
\theta_3 = \frac{\lambda_2(t_3) + \tau_{2B} - \delta}{\pi} \in \left( -\frac{1}{2} + \frac{2\delta}{\pi}, \frac{1}{2} \right].
\]

Also
\[
\arg(G_1(t_2 - 0)) - \arg(G_1(t_1 + 0)) = 2(\tau_{1A} - \tau_{1B}) + 2(\lambda_1(t_1) - \lambda_1(t_2)) > 0
\]
and
\[
\arg(G_1(t_1 - 0)) - \arg(G_1(t_3 + 0)) = 2(\tau_{2B} - \tau_{2A}) + 2(\lambda_2(t_3) - \lambda_2(t_1)) > 0;
\]
hence \(\theta_1 + \theta_2 + \theta_3 > 0\). Therefore, \(\theta_1 > 1 - \frac{4\delta}{\pi} > 0\).

Now \(\tau_{1A} - \tau_{2A}\) equals the angle formed by the triangle with vertices \(w_1\), \(t_1\), and \(w_2\) at the vertex \(t_1\) and notice that \(0 < \tau_{1A} - \tau_{2A} \leq \pi\). Also, \(\beta_1(t_1) - \beta_2(t_1)\) equals the angle at \(t_1\) formed by the line segments \([t_1, -\omega]\) and \([t_1, i\omega]\) from \(t_1\) to \(-\omega\) and \(i\omega\) respectively, where the angle begins in the direction \([t_1, i\omega]\) and moves counterclockwise to \([t_1, -\omega]\). Notice that \(\tau_{1A} - \tau_{2A} < \beta_1(t_1) - \beta_2(t_1)\) and \(\frac{\pi}{4} - \delta < \beta_1(t_1) - \beta_2(t_1) \leq \frac{3\pi}{4} + \delta\). Further, \(\alpha_1(t_1) - \alpha_2(t_1)\) equals the (acute) angle formed by the triangle with vertices \(-i\omega\), \(t_1\), and \(\overline{\omega}\) at the vertex \(t_1\); notice that \(\frac{\pi}{4} - \delta \leq \alpha_1(t_1) - \alpha_2(t_1) < \frac{\pi}{2} - 2\delta\).

Similarly to the conclusion of the previous paragraph, the authors observe that
\[
\theta_1 > \frac{1}{2} + \frac{1}{\pi}(2\delta + 0 + [(\frac{\pi}{4} - \delta) + (\frac{\pi}{4} - \delta) - \pi]) = 0,
\]
where the sum in the square brackets is a lower bound for \(\lambda_1(t_1) - \lambda_2(t_1)\). In fact, as \(\gamma_1\) and
\[ \gamma_2 \text{ converge to } \frac{\pi}{2} \text{ from below, } \theta_2 \text{ and } \theta_3 \text{ each converge to } -\frac{1}{2} + \frac{2\delta}{\pi} \text{ and } \theta_1 \text{ converges to } 1 - \frac{4\delta}{\pi}. \]

Setting \( z_1 = e^{i(\pi-\delta-\gamma_1)} \) and \( z_2 = e^{i(\frac{\pi}{2}+\delta+\gamma_2)} \), so that \( z_1 \in C_1 \cap \partial B_1 \) and \( z_2 \in C_2 \cap \partial B_1 \), then the monotonicity of \( \lambda_2 \) on \( C_2 \cap B_1 \) implies

\[
\arg(G_1(t_1 - 0)) \leq \pi + 2\delta - 2[\tau_2A + \lambda_2(z_2)] = 2\pi - 2\tau_2A - 2\delta - 2\gamma_2
\]

and the monotonicity of \( \lambda_1 \) on \( C_1 \cap B_1 \) implies

\[
\arg(G_1(t_1 + 0)) \geq -2\delta - 2[\tau_1A + \lambda_1(z_1)] = -\pi - 2\tau_1A + 2\delta + 2\gamma_1.
\]

Recalling that \( \gamma_1 + \gamma_2 \geq \frac{\pi}{2} - 2\delta \), we obtain

\[
0 < \theta_1 \leq 1 + \frac{\tau_1A - \tau_2A}{\pi} \leq 2
\]

and \( \theta_1 = 2 \) if and only if \( \gamma_1 + \gamma_2 = \frac{\pi}{2} - 2\delta \).

Set \( \nu_1 = [\theta_1], \nu_2 = 0, \nu_3 = 0, \alpha_1 = \theta_1 - \nu_1, \alpha_2 = \theta_2 \) and \( \alpha_3 = \theta_3 \), where \([\theta_1]\) denotes the greatest integer less than or equal to \( \theta_1 \). Notice that \( \nu_1 + \nu_2 + \nu_3 \in \{0, 1, 2\} \). Let \( \psi \) be the conformal map from \( E \) onto the unit disc \( B_1 \) which maps \( t_1 \) to 1, \( t_2 \) to \( i \) and \( t_3 \) to \( -i \). Define \( G^* : \partial B_1 \to \mathbb{C} \) by

\[
G^*(\zeta) = G(\psi^{-1}(\zeta)) \quad \text{for} \quad \zeta \in \partial B_1.
\]

Our Hilbert problem (2.6) is then equivalent to finding \( f^* \in C^0(\overline{B_1} \setminus \{1, \pm i\}) \) which is analytic in \( B_1 \), has (at worst) integrable singularities at 1, \( i \), \( -i \), and satisfies

\[
\Re(G^*(\zeta)f^*(\zeta)) = 0 \quad \text{for} \quad \zeta \in \partial B_1 \setminus \{1, \pm i\}. \tag{2.7}
\]

Applying results (and notation) from Monakhov [44], Chapter 1, §4, 2.° (a) (pp. 49-52) when \( \nu_1 = 0 \) after setting \( \kappa = 0 \), (where \( \kappa \) is the index of \( G \)) Monakhov [44], Chapter 1, §4, 2.° (b) (pp. 52-3) when \( \nu_1 = 1 \) after setting \( \kappa = 0 \) and Monakhov [44], Chapter 1, §4, 2.° (a)
(pp. 49-52) when \( \nu_1 = 2 \) after setting \( \kappa = 1 \), we obtain a solution \( f = cf_0 \) of (2.6), where \( f_0 \) has the form (for our example from [36])

\[
f_0(w) = (\psi(w) - 1)^{\theta_1}(\psi(w) - i)^{\alpha_2}(\psi(w) + i)^{\alpha_3}e^{\Gamma_0(\psi(w))}
\]

### 2.2 Computing A Capillary Surface

In the general case, \( f_0 \) has the form

\[
f_0(w) = (w - t_1)^{\theta_1}(w - t_2)^{\theta_2} \ldots (w - t_n)^{\theta_n}e^{\Gamma_0(w)}
\]

and \( \Gamma_0 \) is defined as

\[
\Gamma_0 = \frac{1}{2} \{ \Gamma(z) + \Gamma^*(z) \} = \frac{1}{4\pi i} \int_{|t|=1} \frac{\ln|\tilde{G}_0(t)|}{t} \cdot \frac{t + w}{t - w} dt
\]

where

\[
G_0(t) = -t^{-2\kappa} \prod_{k=1}^{n} \frac{1}{t - t_k}^{\alpha_k} (t - t_k)^{-\alpha_k} \frac{G(t)}{G(t)}
\]

and

\[
\tilde{G}_0(t) = \begin{cases} 
G_0(t) & \text{when } \sum_{k=1}^{n} \nu_k \text{ is even } (\kappa = \frac{1}{2} \sum_{k=1}^{n} \nu_k) \\
-1G_0(t) & \text{when } \sum_{k=1}^{n} \nu_k \text{ is odd } (\kappa = \frac{1}{2} (\sum_{k=1}^{n} \nu_k - 1))
\end{cases}
\]

Now, following a scheme from Henrici [21] (pages 108-111) for computing Cauchy Integrals on the disc, we find
\[
\Gamma_0(e^{2i\pi \tau}) = \frac{1}{4i\pi} \int |t| = 1 \left( \frac{\ln|\widetilde{G}_0(t)|}{t} \right) \cdot \frac{t + e^{2i\pi \tau}}{t - e^{2i\pi \tau}} \, dt
\]

\[
= \frac{1}{4i\pi} \int_0^1 \ln|\widetilde{G}_0(e^{2i\pi s})| \frac{e^{2i\pi s} + e^{2i\pi \tau}}{e^{2i\pi s} - e^{2i\pi \tau}} \, ds
\]

\[
= \frac{1}{2} \int_0^1 \ln|\widetilde{G}_0(e^{2i\pi s})|(1 + \frac{2e^{2i\pi \tau}}{e^{2i\pi s} - e^{2i\pi \tau}}) \, ds
\]

\[
= \Gamma_0(0) + e^{2i\pi \tau} \int_0^1 \ln|\widetilde{G}_0(e^{2i\pi s})| \frac{1}{e^{2i\pi s} - e^{2i\pi \tau}} \, ds
\]

\[
\Gamma_0(e^{2i\pi \tau}) = \Gamma_0(0) + \frac{1}{2} a_0 e^{2i\pi \tau} + \sum_{k=1}^{\infty} (a_k e^{2i\pi k \tau} + a_{-k} a_k e^{-2i\pi k \tau})
\]

(2.8)

and so

\[
\Gamma_0(e^{2i\pi \tau}) = \Gamma_0(0) + \frac{1}{2} a_0 e^{2i\pi \tau} + \sum_{k=1}^{\infty} (a_k e^{2i\pi (k+1) \tau} + a_{-k} a_k e^{-2i\pi (k-1) \tau}).
\]

(2.9)

Now, for the Fourier coefficients \( a_k \), \((-\infty < k < \infty)\), set function \( h(e^{2i\pi s}) = e^{-2i\pi s} \ln|\widetilde{G}_0(e^{2i\pi s})| \) such that \( h(e^{2i\pi s}) = \sum_{k=-\infty}^{\infty} a_k e^{2i\pi s} \). Then

\[
\int_0^1 h(e^{2i\pi s}) \frac{e^{-2i\pi s}}{1 - e^{2i\pi \tau} e^{-2i\pi s}} \, ds = \frac{1}{2} a_0 + \frac{1}{2} \sum_{k=1}^{\infty} (a_k e^{2i\pi k \tau} + a_{-k} a_k e^{-2i\pi k \tau})
\]

(2.8)

and so

\[
\Gamma_0(e^{2i\pi \tau}) = \Gamma_0(0) + \frac{1}{2} a_0 e^{2i\pi \tau} + \frac{1}{2} \sum_{k=1}^{\infty} (a_k e^{2i\pi (k+1) \tau} + a_{-k} a_k e^{-2i\pi (k-1) \tau}).
\]

(2.9)

To implement this numerically, Henrici chooses a vector \( N \) of equally spaced data points around the unit circle, preferably equal to \( 2^n \) for \( n \) large and defines the finite sequence \( h_k \), for \( k \in \mathbb{Z} \) as \( h_k = h(e^{2i\pi \frac{k}{N}}) \).

Next, Henrici notes that by applying a Fast Fourier Transform (FFT) the discrete Fourier coefficients of \( h_k \) \((k \in (-N, N))\), with these coefficients denoted by sequence \( c = \{c_k\} \) where \( c = \mathcal{F}_n(h) \) and \(|k| \leq 2^{n-1}\), can be computed in \( O(n \log n) \) operations using only one application of FFT. Now the \( c_j \) are reasonable approximations for the \( a_j \) for \(|k| \leq m = 2^{n-1} \).
and so our approximation of $\Gamma_0(w)$ for $w \in \mathbb{C}$ is

$$\Gamma_0(w) = \begin{cases} 
\Gamma_0(0) + w[c_0 + (\sum_{k=1}^{m-1} c_k w^k) + \frac{1}{2}c_m w^m] & |w| < 1 \\
\Gamma_0(0) + w[\frac{1}{2}c_0 + \frac{1}{2} \sum_{k=1}^{m-1} (c_k w^k + c_{-k} w^{-k})) + \frac{1}{4}(c_{-m} w^{-m})] & |w| = 1 \\
\Gamma_0(0) + w[-\sum_{k=1}^{m-1} c_{-k} w^{-k} + \frac{1}{2}c_{-m} w^{-m}] & |w| > 1.
\end{cases} \quad (2.10)$$

Now that we have an estimate for $\Gamma_0$, we can compute $f_0$ and therefore $f = cf_0$ for some appropriate scaling constant $c$. This $f$ is the function $f$ from the Enneper-Weierstrass $(f,g)$ representation.

All that is needed now to compute a capillary surface $X$ is the function $g$ and Enneper-Weierstrass can be applied to compute the surface. However, $g$ is really a conformal map of the set $E$ from §1.4. We will discuss our attempt at conformal mapping in the next section.

To calculate surface $X = (x(w), y(w), z(w))$, an application of Enneper-Weierstrass gives

$$x(w) = x_0 + \text{Re} \left\{ \frac{1}{2} \int_{0}^{w} f(t)(1 - g^2(t))dt \right\} \quad (2.11)$$

$$y(w) = y_0 + \text{Re} \left\{ \frac{i}{2} \int_{0}^{w} f(t)(1 + g^2(t))dt \right\} \quad (2.12)$$

$$z(w) = z_0 + \text{Re} \left\{ \int_{0}^{w} f(t)g(t)dt \right\}. \quad (2.13)$$

To compute these integrals numerically, we recommend Simpson’s Rule.

### 2.3 Conformal Mapping

Numerical investigation of capillary graphs include conformally mapping the stereographic projection of the Gauss map to the unit disk. When the stereographic projection is a polygon we recommend Tobin Driscoll’s excellent Schwarz-Christoffel Toolbox for MATLAB™, ©1998. Professor Driscoll created several object-oriented classes to provide methods for investigating conformal maps to both the upper half plane and the unit disk.
These classes provide forward and inverse maps as well as a rich set of underlying value classes such as the polygon class. The toolbox classes attain an accuracy on the order of $10^{-14}$ when used for a polygon with such a small number of vertices as these projections.

However the projection of the Gauss map of a non-convex corner is a circular arc polygon as in figure 1.6 in the continuous case, and figure 1.7 in the discontinuous case. Numerical investigation utilizing polygonal approximation of smooth curve boundaries gives mixed results. There exists no proof ensuring solution of the 'parameter problem' for polygons with enough vertices to approximate a circular polygon segment. The parameter problem consists of determining pre-vertices on the boundary of the unit disk that give an accurate conformal map. There are also serious questions about the accuracy of a polygonal approximation to a non-convex corner due to the so-called ‘crowding phenomenon’.

In light of these issues we also currently investigate the zipper algorithm. Like the SchwarzChristoffel Toolbox, the zipper algorithm promises to be fast and accurate, and convergence has been proven, in the sense of uniformly close boundaries, for Jordan regions whose boundary lie on a $C^1$ curve ([40]). Unlike the SchwarzChristoffel Toolbox, there is only one example program available, written by Marshall in Fortran, that implements the zipper algorithm. There are limitations to the sample program that exclude circular arc polygons such as figure 1.6 and figure 1.7. In Marshall’s recent work he describes a modification of the geodesic algorithm for more accurate numerical computation and to “avoid errors ... as several people have encountered when programming the algorithm.” ([41]) We too have encountered several issues, that we continue to resolve, since existing implementations make simplifying assumptions inconsistent with our requirements. Our ongoing investigation concerns implementing the zipper algorithm in a set of object-oriented MATLAB™ classes as in Driscoll’s work.

In order to describe these issues we need to review a few details of the zipper algorithm implementation. The heart of the zipper algorithm consists of discretizing the boundary of a Jordan region whose boundary lies on a $C^1$ curve and incrementally mapping the arc
described by consecutive triplets of the discretization to the boundary of the right half-plane via a sequence of conformal maps. If the arc $\sigma$ described by each consecutive three points $0$, $\eta$ and $\zeta$ of the discretization of the boundary is orthogonal to the imaginary axis, we then map the hyperbolic geodesic to the imaginary axis via a Möbius transformation composed with the map $S(z) = \sqrt{z^2 - 1}$. Using the right half plane, $\mathbb{H}^+$, ensures that we remain on the correct branch. The Möbius transformation is given by

$$L_\sigma = \frac{cz}{1 + idz},$$

where $\zeta = a + ib \in \mathbb{H}^+$, $c = a/(a^2 + b^2)$ and $d = b/(a^2 + b^2)$. The composition $h_\sigma = \sqrt{L_\sigma^2 - 1}$ is a conformal map of $\mathbb{H}^+ \setminus \sigma$ onto $\mathbb{H}^+$.

If, as usually occurs, $\sigma$ is not orthogonal to the imaginary axis, then the sequence of maps consists of a Möbius transformation $\sigma$ to a straight line segment followed by the inverse of a ’slit map’. The Möbius transformation is given by

$$\ell_\sigma = \frac{z}{1 - z/\delta},$$

where $\delta$ is the intersection of the circle containing $\sigma$ with the imaginary axis other than 0, and $\zeta' = \ell_\sigma(\delta)$. The slit map discovered by Marshall ( [40]) is a conformal map, the Möbius transformation of the arc to a straight line segment $g_{\zeta'} : \mathbb{H}^+ \to \mathbb{H}^+ \setminus L$, where $L$ is a line segment from 0 to $\zeta'$. Explicitly

$$g_{\zeta'}(z) = |\zeta'| \frac{(iz - p)^p(i\zeta + 1 - p)^{1-p}}{p^p(1 - p)^{1-p}},$$

where $p = \arg \zeta'/\pi \in (0, 2)$. Hence our conformal map is given by $h_\sigma = g_{\zeta'}^{-1} \circ \ell_\sigma$. We encountered several difficulties that must be overcome over the next few months. These are among the items discussed in Nguyen’s Thesis [47]:

- Marshall’s most recent paper [41] improves the geodesic algorithm. Some of these
improvements include modifying computations made in the first paper and existing code from maps onto the upper half plane to $\mathbb{H}^+$, the right half-plane. However he leaves improving and re-writing the remaining maps to the reader.

- Since the inverse of the slit map can not be described by simple functions, one must numerically approximate the inverse slit map. Existing code makes simplifying assumptions in order to compute such an approximation and these assumptions exclude circular arc polygons such as figure 1.6 and figure 1.7. We need a robust approximation to $g_\zeta$ that does not require, for example, the assumption that no circular arc segments meet at a vertex of the circular arc polygon, or that the convex region of all circular arc segments are disjoint from the convex hull of the vertices of the polygon, as Zipper encounters difficulties at these points (for example, taking the wrong branch of the square root or sending points to infinity).
3 A Capillary Surface with No Radial Limits

3.1 Introduction

Recalling our domain, let $\Omega$ be a domain in $\mathbb{R}^2$ with locally Lipschitz boundary and $O = (0,0) \in \partial \Omega$ such that $\partial \Omega \setminus \{O\}$ is a $C^4$ curve and $\Omega \subset B_1(0,1)$, where $B_\delta(N)$ is the open ball in $\mathbb{R}^2$ of radius $\delta$ about $N \in \mathbb{R}^2$. Denote the unit exterior normal to $\Omega$ at $(x,y) \in \partial \Omega$ by $\nu(x,y)$ and let polar coordinates relative to $O$ be denoted by $r$ and $\theta$. We shall assume there exists a $\delta^* \in (0,2)$ and $\alpha \in (0,\pi/2)$ such that $\partial \Omega \cap B_{\delta^*}(O)$ consists of the line segments

$$
\partial^+ \Omega^* = \{(r \cos(\alpha), r \sin(\alpha)) : 0 \leq r \leq \delta^*\}
$$

and

$$
\partial^- \Omega^* = \{(r \cos(-\alpha), r \sin(-\alpha)) : 0 \leq r \leq \delta^*\}.
$$

Set $\Omega^* = \Omega \cap B_{\delta^*}(O)$. Let $\gamma : \partial \Omega \to [0,\pi]$ be given. Let $(x^+(s), y^+(s))$ be arclength parametrizations of $\partial^+ \Omega$ with $(x^+(0), y^+(0)) = (x^-(0), y^-(0)) = (0,0)$ and set $\gamma^+(s) = \gamma(x^+(s), y^+(s))$.

Consider the capillary problem of finding a function $f \in C^2(\Omega) \cap C^1(\Omega \setminus \{O\})$ satisfying

$$
\text{div}(Tf) = \frac{1}{2}f \quad \text{in } \Omega \tag{3.1}
$$

and

$$
Tf \cdot \nu = \cos(\gamma) \quad \text{on } \partial \Omega \setminus \{O\}, \tag{3.2}
$$

where $Tf = \frac{\nabla f}{\sqrt{1 + |\nabla f|^2}}$. We are interested in the existence of the radial limits $Rf(\cdot)$ of a
solution $f$ of (3.1)-(3.2), where

$$Rf(\theta) = \lim_{r \to 0^+} f(r \cos \theta, r \sin \theta), -\alpha < \theta < \alpha$$

and $Rf(\pm \alpha) = \lim_{x \to \partial \Omega^* \ni O} f(x), x = (x, y)$, which are the limits of the boundary values of $f$ on the two sides of the corner if these exist. In [10], the following is proven:

**Proposition 2.** Let $f$ be a bounded solution to (3.1) satisfying (3.2) on $\partial^\pm \Omega^* \setminus \{O\}$ which is discontinuous at $O$. If $\alpha > \pi/2$ then $Rf(\theta)$ exists for all $\theta \in (-\alpha, \alpha)$. If $\alpha \leq \pi/2$ and there exist constants $\gamma^\pm, \gamma^\pm, 0 \leq \gamma^\pm \leq \pi$, satisfying

$$\pi - 2\alpha < \gamma^+ + \gamma^- \leq \gamma^+ + \gamma^- < \pi + 2\alpha$$

so that $\gamma^\pm \leq \gamma^\pm(s) \leq \gamma^\pm$ for all $s, 0 < s < s_0$, for some $s_0$, then again $Rf(\theta)$ exists for all $\theta \in (-\alpha, \alpha)$.

In [37], Lancaster and Siegel proved this theorem with the additional restriction that $\gamma$ be bounded away from 0 and $\pi$; Figure 3.1 illustrates these cases.

![Figure 3.1: The Concus-Finn rectangle (A & C) with regions $R$ (yellow), $D_2^\pm$ (blue) and $D_1^\pm$ (green); the restrictions on $\gamma$ in [37] (red region in B) and in [10] (red region in D).](image)

In Theorem 3 of [37], Lancaster and Siegel also proved

**Proposition 3.** Let $\Omega$ be the disk of radius 1 centered at $(1,0)$. Then there exists a solution to $Nf = \frac{1}{2}f$ in $\Omega, |f| \leq 2, f \in C^2(\Omega) \cap C^1(\bar{\Omega} \setminus O), O = (0,0)$ so that no radial limits $Rf(\theta)$
exist \( \theta \in [-\pi/2, \pi/2] \).

In this case, \( \alpha = \pi \); if \( \gamma \) is bounded away from 0 and \( \pi \), then Proposition 2 would imply that \( Rf(\theta) \) exists for each \( \theta \in \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right] \) and therefore the contact angle \( \gamma = \cos^{-1}(T_f \cdot \nu) \) in Proposition 3 is not bounded away from 0 and \( \pi \).

### 3.2 A Surface Defined by Contact Angle Data

In our case, the domain \( \Omega \) has a convex corner of size \( 2\alpha \) at \( O \) and we wish to investigate the question of whether an example like that in Proposition 3 exists in this case when \( \gamma \) is bounded away from 0 and \( \pi \). In terms of the Concus-Finn rectangle, the question is whether, given \( \epsilon > 0 \), there is a \( f \in C^2(\Omega) \cap C^1(\Omega \setminus \{O\}) \) of (3.1)–(3.2) such that no radial limits \( Rf(\theta) \) exist \( (\theta \in [-\alpha, \alpha]) \) and \( |\gamma - \pi| \leq \alpha + \epsilon \); this is illustrated in Figure 3.2.

![Figure 3.2: The Concus-Finn rectangle. When \( \gamma \) remains in red region in E, \( Rf(\cdot) \) exists; \( \gamma \) in Theorem 3 remains in the red region in F.](image)

**Theorem 3.** For each \( \epsilon > 0 \), there is a domain \( \Omega \) as described above and a solution \( f \in C^2(\Omega) \cap C^1(\Omega \setminus \{O\}) \) of (3.1) such that the contact angle \( \gamma = \cos^{-1}(T_f \cdot \nu) : \partial \Omega \setminus \{O\} \rightarrow [0, \pi] \) satisfies \( |\gamma - \pi/2| \leq \alpha + \epsilon \) and there exist a sequence \( \{r_j\} \) in \( (0, 1) \) with \( \lim_{j \to \infty} r_j = 0 \) such that

\[
(-1)^j f(r_j, 0) > 1 \quad \text{for each } j \in \mathbb{N}.
\]

Assuming \( \Omega \) and \( \gamma \) are symmetric with respect to the line \( \{(x, 0) : x \in \mathbb{R}\} \), this implies that no radial limit

\[
Rf(\theta) \overset{\text{def}}{=} \lim_{r \downarrow 0} f(r \cos(\theta), r \sin(\theta)) \quad (3.3)
\]

exists for any \( \theta \in [-\alpha, \alpha] \).
We note that our Theorem is an extension of Theorem 3 of [37] to contact angle data in a domain with a convex corner. As in [32, 37], we first state and prove a localization lemma; this is analogous to the Lemma in [32] and Lemma 2 of [37].

**Lemma 1.** Let $\Omega \subseteq \mathbb{R}^2$ be as above, $\epsilon > 0$, $\eta > 0$ and $\gamma_0 : \partial \Omega \setminus \{O\} \to [0, \pi]$ such that $|\gamma_0 - \frac{\pi}{2}| \leq \alpha + \epsilon$. For each $\delta \in (0, 1)$ and $h \in C^2(\Omega) \cap C^1(\overline{\Omega} \setminus \{O\})$ which satisfies (3.1) and (3.2) with $\gamma = \gamma_0$, there exists a solution $g \in C^2(\Omega) \cap C^1(\Omega \setminus \{O\})$ of (3.1) such that $\lim_{\Omega_3 \ni (x,y) \to (0,0)} g(x, y) = +\infty$,

$$\sup_{\Omega_3} |g - h| < \eta \quad \text{and} \quad |\gamma_g - \frac{\pi}{2}| \leq \alpha + \epsilon,$$

where $\Omega_3 = \overline{\Omega} \setminus B_\delta(O)$ and $\gamma_g = \cos^{-1} (Tg \cdot \nu) : \partial \Omega \setminus \{O\} \to [0, \pi]$ is the contact angle which the graph of $g$ makes with $\partial \Omega \times \mathbb{R}$.

**Proof.** Let $\epsilon, \eta, \delta, \Omega, h$ and $\gamma_0$ be given. For $\beta \in (0, \delta)$, let $g_\beta \in C^2(\Omega) \cap C^1(\overline{\Omega} \setminus \{O\})$ satisfy (3.1) and (3.2) with $\gamma = \gamma_\beta$, where

$$\gamma_\beta = \begin{cases} \frac{\pi}{2} - \alpha - \epsilon & \text{on } B_\beta(O) \\ \gamma_0 & \text{on } \overline{\Omega} \setminus B_\beta(O). \end{cases}$$

As in the proof of Theorem 3 of [37], $g_\beta$ converges to $h$, pointwise and uniformly in the $C^1$ norm on $\Omega_3$ as $\beta$ tends to zero. Fix $\beta > 0$ small enough that $\sup_{\Omega_3} |g - h| < \eta$.

Set $\Sigma = \{(r \cos(\theta), r \sin(\theta)) : r > 0, -\alpha \leq \theta \leq \alpha\}$. Now define $w : \Sigma \to \mathbb{R}$ by

$$w(r \cos \theta, r \sin \theta) = \frac{\cos \theta - \sqrt{k^2 - \sin^2 \theta}}{k r},$$

where $k = \sin \alpha \sec \left(\frac{\pi}{2} - \alpha - \epsilon\right) = \sin \alpha \csc (\alpha + \epsilon)$. As in [4], there exists a $\delta_1 > 0$ such that $\text{div}(T w) - \frac{1}{2} w \geq 0$ on $\Sigma \cap B_{\delta_1}(O)$, $T w \cdot \nu = \cos \left(\frac{\pi}{2} - \alpha - \epsilon\right)$ on $\partial \Sigma \cap B_{\delta_1}(O)$, and
\[ \lim_{r \to 0^+} w(r \cos \theta, r \sin \theta) = \infty \text{ for each } \theta \in [-\alpha, \alpha]. \] We may assume \( \delta_1 \leq \delta^* \). Let

\[ M = \sup_{\Omega \cap \partial B_{\delta_1}(O)} |w - g_\beta| \text{ and } w_\beta = w - M. \]

Since \( \text{div}(T w_\beta) - \frac{1}{2} w_\beta \geq \frac{M}{2} \geq 0 = \text{div}(T g_\beta) - \frac{1}{2} g_\beta \) in \( \Omega \cap B_{\delta_1}(O) \), \( w_\beta \leq g_\beta \) on \( \Omega \cap \partial B_{\delta_1}(O) \) and \( T g_\beta \cdot \nu \geq T w_\beta \cdot \nu \) on \( \partial \Omega \cap B_{\delta_1}(O) \), we see that \( g_\beta \geq w_\beta \) on \( \Omega \cap \partial B_{\delta_1}(O) \). \hfill \Box

We may now prove Theorem 3.

Proof. We shall construct a sequence \( f_n \) of solutions of (3.1) and a sequence \( \{r_n\} \) of positive real numbers such that \( \lim_{n \to \infty} r_n = 0 \), \( f_n(x,y) \) is even in \( y \) and

\[ (-1)^j f_n(r_j,0) > 1 \quad \text{for each } j = 1, \ldots, n. \]

Let \( \gamma_0 = \frac{\pi}{2} \) and \( f_0 = 0 \). Set \( \eta_1 = 1 \) and \( \delta_1 = \delta_0 \). From Lemma 1, there exists a \( f_1 \in C^2(\Omega) \cap C^1(\overline{\Omega} \setminus \{O\}) \) which satisfies (3.1) such that \( \sup_{\Omega_{\delta_1}} |f_1 - f_0| < \eta_1, |\gamma_1 - \frac{\pi}{2}| \leq \alpha + \epsilon \) and \( \lim_{\Omega_{\delta_1}(x,y) \to O} f_1(x,y) = -\infty \), where \( \gamma_1 = \cos^{-1} (Tf_1 \cdot \nu) \). Then there exists \( r_1 \in (0, \delta_1) \) such that \( f_1(r_1,0) < -1 \).

Now set \( \eta_2 = -(f_1(r_1,0) + 1) > 0 \) and \( \delta_2 = r_1 \). From Lemma 1, there exists a \( f_2 \in C^2(\Omega) \cap C^1(\overline{\Omega} \setminus \{O\}) \) which satisfies (3.1) such that \( \sup_{\Omega_{\delta_2}} |f_2 - f_1| < \eta_2, |\gamma_2 - \frac{\pi}{2}| \leq \alpha + \epsilon \) and \( \lim_{\Omega_{\delta_2}(x,y) \to O} f_2(x,y) = \infty \), where \( \gamma_2 = \cos^{-1} (Tf_2 \cdot \nu) \). Then there exists \( r_2 \in (0, \delta_2) \) such that \( f_2(r_2,0) > 1 \). Since \( (r_1,0) \in \Omega_{\delta_2} \),

\[ f_1(r_1,0) + 1 < f_2(r_1,0) - f_1(r_1,0) < -(f_1(r_1,0) + 1) \]

and so \( f_2(r_1,0) < -1 \).

Next set \( \eta_3 = \min \{- (f_2(r_1,0) + 1), f_2(r_2,0) - 1\} > 0 \) and \( \delta_3 = r_2 \). From Lemma 1, there exists a \( f_3 \in C^2(\Omega) \cap C^1(\overline{\Omega} \setminus \{O\}) \) which satisfies (3.1) such that \( \sup_{\Omega_{\delta_3}} |f_3 - f_2| < \eta_3, |\gamma_3 - \frac{\pi}{2}| \leq \alpha + \epsilon \) and \( \lim_{\Omega_{\delta_3}(x,y) \to O} f_3(x,y) = -\infty \), where \( \gamma_3 = \cos^{-1} (Tf_3 \cdot \nu) \). Then there
exists \( r_3 \in (0, \delta_3) \) such that \( f_3(r_3, 0) < -1 \). Since \((r_1, 0), (r_2, 0) \in \Omega_{\delta_2},\) we have

\[
f_2(r_1, 0) + 1 < f_3(r_1, 0) - f_2(r_1, 0) < -(f_2(r_1, 0) + 1)
\]

and

\[
-(f_2(r_2, 0) - 1) < f_3(r_2, 0) - f_2(r_2, 0) < f_2(r_2, 0) - 1;
\]

hence \( f_3(r_1, 0) < -1 \) and \( 1 < f_3(r_2, 0) \).

Continuing to define \( f_n \) and \( r_n \) inductively, we set

\[
\eta_{n+1} = \min_{1 \leq j \leq n} |f_n(r_j, 0) - (-1)^j| \quad \text{and} \quad \delta_{n+1} = \min \left\{ r_n, \frac{1}{n} \right\}.
\]

From Lemma 1, there exists \( f_{n+1} \in C^2(\Omega) \cap C^1(\Omega \setminus \{O\}) \) which satisfies (3.1) such that

\[
\sup_{\Omega_{\delta_{n+1}}} |f_{n+1} - f_n| < \eta_{n+1}, \quad |\gamma_{n+1} - \frac{\pi}{2}| \leq \alpha + \epsilon \quad \text{and} \quad \lim_{\Omega_{\delta}(x,y) \to O} f_{n+1}(x, y) = (-1)^{n+1}\infty,
\]

where \( \gamma_{n+1} = \cos^{-1}(Tf_{n+1} \cdot \nu) \). Then there exists \( r_{n+1} \in (0, \delta_{n+1}) \) such that \((-1)^{n+1}f_{n+1}(r_{n+1}, 0) > 1\). For each \( j \in \{1, \ldots, n\} \) which is an even number, we have

\[
-(f_n(r_j, 0) - 1) < f_{n+1}(r_j, 0) - f_n(r_j, 0) < f_n(r_j, 0) - 1
\]

and so \( 1 < f_{n+1}(r_j, 0) \). For each \( j \in \{1, \ldots, n\} \) which is an odd number, we have

\[
f_n(r_j, 0) + 1 < f_{n+1}(r_j, 0) - f_n(r_j, 0) < -(f_n(r_j, 0) + 1)
\]

and so \( f_{n+1}(r_j, 0) < -1 \).

As in [37,52], there is a subsequence of \( \{f_n\} \), still denoted \( \{f_n\} \), which converges pointwise and uniformly in the \( C^1 \) norm on \( \overline{\Omega}_\delta \) for each \( \delta > 0 \) as \( n \to \infty \) to a solution \( f \in C^2(\Omega) \cap C^1(\Omega \setminus O) \) of (3.1). For each \( j \in \mathbb{N} \) which is even, \( f_n(r_j, 0) > 1 \) for each \( n \in \mathbb{N} \) and so \( f(r_j, 0) \geq 1 \). For each \( j \in \mathbb{N} \) which is odd, \( f_n(r_j, 0) < -1 \) for each \( n \in \mathbb{N} \) and so
\( f(r_j, 0) \leq -1 \). Therefore

\[
\lim_{r \to 0^+} f(r, 0) \text{ does not exist, even as an infinite limit,}
\]

and so \( Rf(0) \) does not exist.

Since \( \Omega \) is symmetric with respect to the \( x \)-axis and \( \gamma_n(x, y) \) is an even function of \( y \), \( f(x, y) \) is an even function of \( y \). Now suppose that there exists \( \theta_0 \in [-\alpha, \alpha] \) such that \( Rf(\theta_0) \) exists; then \( \theta_0 \neq 0 \). From the symmetry of \( f \), \( Rf(-\theta_0) \) must also exist and \( Rf(-\theta_0) = Rf(\theta_0) \).

Set \( \Omega' = \{(r \cos \theta, r \sin \theta) : 0 < r < \delta_0, -\theta_0 < \theta < \theta_0\} \subset \Omega \). Since \( f \) has continuous boundary values on \( \partial \Omega' \), \( f \in C^0(\overline{\Omega'}) \) and so \( Rf(0) \) does exist, which is a contradiction. Thus \( Rf(\theta) \) does not exist for any \( \theta \in [-\alpha, \alpha] \).

\[ \blacksquare \]

### 3.3 Concluding Remarks

Much of the previous research in Capillary Surfaces with Radial Limits and the Central Fan Conjecture is reliant on Dirichlet Data for computations and development of said theory. As is well known, Dirichlet data implies that the surface has no velocity with respect to the boundary and so is time independent. With this work we hope to begin to widen the extant research to encompass Contact Angle data as well, thereby perhaps offering research opportunities for time dependent Capillary inquiries with the goal of better understandings the Capillary Problem from an engineering and/or physics standpoint. One of the goals of which is assisting in understanding the requirements for fluid containment and condensation dissipation for deep space missions.
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