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ABSTRACT

A simulation is a computer program that helps in creating a real time abstract model of a process. Using simulations the costs of conducting experiments have come down and this has achieved flexibility in terms of optimizing parameters and durations. Electrodeposition is a process that uses electrical current to reduce dissolved metal cations from anode so that they form a metal coating on cathode. Electrodeposition is widely used for many applications varying from anti-corrosion coatings, decorative purposes to high precision nanotechnology cloaking devices. The objective of this research was to predict the electrodeposition of copper on cobalt chrome enabling an efficient optimization of the deposition. The main governing equation used for this model was mass species conservation. COMSOL, finite element software was used to solve the governing equations. The model was simulated to predict coating thickness under different conditions such as, varying current density, concentration and deposition durations. Experiments were conducted to validate the results from the simulation. Electrodeposition was carried in an electrochemical cell with Co- Cr as cathode and Cu as anode with CuSO₄ as an electrolyte. Coating thickness was determined using scanning electron microscope (SEM) and thickness gauge. There was an increasing trend in thickness in the both model and experiment when there was increase in current density. Decreasing trend was observed in the thickness in both model and experiment when there was reduction in the conductivity of the electrolyte. Model predicted results of the experiment at lower durations, at higher durations the experimental values deviated from the predicted values. These variations in the results were due to the limitations in the model and experimental verification methods, which could be worked in the future to reduce the variability.
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CHAPTER 1

INTRODUCTION

1.1 Background

Simulation modeling is the process used to create and analyze a digital prototype of a physical model to forecast not only its performance in the real world but also fluid flow and heat transfer patterns[1]. Simulation modeling helps designers and engineers to understand the ways and conditions, in which a part could fail, the loads it can withstand and helps to avoid recurring usage of physical prototypes to analyze designs for new and existing parts[2]. Users can practically investigate a number of digital prototypes before creating them. This technique is used for: optimizing geometry for weight and strength[3], selecting the material which meets the requirements of weight, strength, and budget [4] [5], simulating a part failure and finding the load conditions which caused it[6], estimating tolerable environmental conditions and loads that cannot be tested on physical prototypes[7], verifying hand calculations and validating the safety and survival of a physical prototype prior to testing[8].

Electrodeposition

It is a process which is used to reduce dissolved metal cations by using electrical current so that it forms a coherent metal coating on an electrode [9]. This process is mainly used to change the surface properties of a material. It is used for many technological applications, like automotive industries, electrical industries, corrosion protection of metals etc.
1.2 Motivation

Magnesium is an essential metal with vast uses and applications. It is ductile, lightweight, denting and highest known damping capacity of any structural metal [10]. It can easily be welded, machined, forged and casted. Magnesium alloys are used in aerospace industry for manufacturing fuselages, engine parts, and wheels because of their weight advantage. Magnesium is desirable in surgical applications as it is bio-compatible, and it has a modulus of elasticity closer to bone [11] than currently used materials. Another major advantage of using magnesium as a surgical implant [12] is in its ability to biodegrade in the body. This means that the implant doesn’t require any surgery to remove it. The main disadvantage of using Magnesium, it is very corrosive when exposed to air. Because of these applications in automotive [13], biological systems [14], many strategies to control corrosion is being studied. Electrodeposition is one of the techniques used for protection from corrosion. Modeling of electrodeposition of Magnesium is needed for optimizing the coating strategies.

1.3 Objective

The main objective was to model electrodeposition process to optimize the coating strategies of magnesium alloy which will be used for biodegradable metal implants. Since, Since Magnesium was corrosive in nature, inert substrate such as Copper and Cobalt Chrome system was chosen as a first step to model Magnesium. Copper was easy to electrodeposit and could easily be validated by conducting an electrodeposition experiment.

1.4 Thesis outline

This thesis was divided into five chapters. Chapter 2 presents the literature review of simulation and electrodeposition, their applications, advantages and limitations. It also included about modeling methodologies. Chapter 3 talked about the development of model to electroplate
copper on cobalt chrome. In Chapter 4, the materials and methodology of the modeling was explained. In Chapter 5, the results of simulation and experiment were discussed and in Chapter 6, Summary/Conclusion and future research directions were discussed.
2.1 Electroplating

2.1.1 Introduction

Electroplating [15] or electro-deposition is a process which produces a dense, uniform, and adherent coating on a metal surface using electric current. Usually, the metal to be coated is the cathode and the anode can be one of the two: sacrificial anode (dissolvable anode) or permanent anode (inert anode).

2.1.2 Process

The metal to be coated is connected to the negative terminal and the sacrificial anode or permanent anode, i.e., metal to be deposited is connected to the positive terminal. Electrolyte in the electrochemical cell acts as a medium for the movement of electrons and forms the electric circuit between the electrodes (FIGURE 2.1).

Reduction reaction occurs at the cathode, where electrons move to cations in the electrolyte. The electrons at the cations migrate to the anode. The reactions in the electrochemical cell at the cathode follow the equation:

\[ \text{Cathode: } \text{M}^{n+} + \text{e}^{-} \rightarrow \text{M} \]

\[ \text{Anode: } \text{M} \rightarrow \text{M}^{n+} + \text{e}^{-} \]

FIGURE 2.1. Principle of Electroplating
\[ M^{n+} + ne^- \rightarrow M \] (2.1)

Oxidation reaction occurs at anode where electrons are supplied to the anions. The electrons move from anode to cathode. In the electrochemical cell, the anode reaction is:

\[ M \rightarrow Mn^{n+} + ne^- \] (2.2)

Prior to the electrodeposition process, the surface of the metal is treated to enhance the surface properties for a better coating.

**Surface Preparation**

Surface treatment is done to increase the corrosion resistance [16], minimize the friction on the surface [17], to reduce the wear to alter the physical properties like: conductivity [18], resistivity [19], change the texture of the surface like: color [20] and roughness [17] and to reduce the cost [21] of the finished product. Surface treatment processes like polishing help in removing the machining defects, applying compressive stresses help in neutralizing the tensile stresses that have been applied.

For example, anodizing [22] is a passivation method done on the Aluminium components to change the thickness of the oxide layer. It helps in increasing the resistance towards corrosion, wear resistance, and improves better adhesion property of the metal [23].

**Plating process**

The electrodeposition process in carried out in an electrolytic cell. The electrolyte, also known as the plating bath, is prepared with aqueous salt containing positively charged ions of the metal to be plated on material. The metal material is immersed in the aqueous solution of the electrolyte and is attached to the negative end of the power source, which makes the metal material negatively charged cathode of the electrolyte, and the anode of the electrolyte is a metal rod of the metal to be plated on the metal material. This rod is attached to positive end of the
power supply. It is placed at the edge of the electrolyte. The electroplating process begins with the power source supplying the predetermined appropriate amount of circuit. At the same time, attraction between the metal material and the positively charged metal ions in the aqueous solution is caused by the negatively charged metal material cathode.

Thus, the metal ions in solution migrate to the negatively charged metal material and the metal ions are removed from the aqueous solution and directed onto the surface of the metal material. The next step is rinsing the metal material and post treating it to ensure that the plate surface is maintained.

### 2.1.3 Electroplating types

The electro-deposition processes are categorized to three major types based on the size and geometry of the job:

1. Direct Current Electro-deposition
2. Pulse Plating
3. Laser-Induced Metal Deposition

**Direct Current Electro-deposition**

In this type, the source of the current is the power from battery or rectifier. It converts alternating current electricity to regulated low-voltage DC current [24]. The dis-advantage of this process is that the geometric shape and contour of a work piece to be plated affect the thickness of the deposited layer. Usually, there would be a thicker deposition on the outside corners and thinner in the recessed areas of the work pieces with sharp corners and features. This un-equal deposition is due to the non-uniform DC current distribution. Therefore, to overcome the thickness irregularity effects, a placement of the anode(s) as well as modifications of the current density is required [25]. The advantages with this technique: the deposit is extremely hard and
wear resistant [26], it is a simple process with no complicated technology involved [27], and good corrosion resistance can be obtained in combination with nickel under plating [28]. Limitations of the process are: deposition rates are slow; needs multiple coatings [29], to obtain uniform thickness, machining is needed, susceptible to hydrogen embrittlement, exhibits brittleness, leading to micro-cracking and corrosion resistance is decreased over a period of time [30].

**Pulse Plating**

Pulse plating [31] is electro-deposition using pulsed currents, which can be unipolar (on–off) or bipolar (current reversal). Deposition of metal takes place in cathodic pulse duration with a bipolar pulse released. This kind of deposition which is repetitive and little re-dissolution enhances the topographical and physical properties of the coating [32]. The advantages of this technique: deposits with desired composition, structure, porosity and hydrogen content could be obtained by modifying pulse parameters [33], the additive requirement of plating process can be reduced by 50–60% in pulse plating process [34], this process eliminates thickness build up at high current density areas during current reversal [35] and also improves step coverage without pores reaching down to the substrate [36]. The limitations of this process are: the cost of a pulse rectifier is higher than a DC unit and is highly regulated and sophisticated design that is expensive to manufacture [37], one has to think and plan ahead with a series of procedures to follow in order to obtain the best results in this technology [38].

**Laser-Induced Metal Deposition**

A focused laser beam is used to accelerate the metal deposition in laser-induced metal deposition [31]. The deposition rate can be increased by 1000 times using this method [39]. The plating set up has a laser head with focusing optics and the electrochemical cell. On anode, the
focused laser beam is passed through a hole in the electrolyte and impacts the cathode surfaces. The advantages of the technique: the surface finish of the plated metal obtained by this method is better compared to other method [40]. The limitation of the method is setup being more expensive than other techniques[41] and for plating micro-electronic components this method is not preferred.

2.1.4 Applications of electroplating

Electroplating, also called electro-deposition has a wide range of applications in many industries. The surface to be plated could be either conductors (metals) or nonconductors (plastics). Electroplated products are used in automobile, ship, air space, machinery, electronics, jewelry, defense, and toy industries.

Automotive applications

Electroplating is widely used in automotive industry. Electroplating of Palladium [42] is used to manufacture catalytic converters because it has the ability to absorb excess hydrogen. Fasteners are electro-plated to have a better corrosive resistance.

Electrical Components

Majority of the electrical parts and components are used after electro-deposition process. Silver electroplating [43] has been used on copper or brass to enhance its conductivity and also used in silicon solar cells to increase its operating efficiency by 0.4%

2.1.5 Corrosion Protection

Electroplating is one of the techniques used to protect the metal from getting corroded. Nickel plating[44], tin plating and various alloys are used for corrosion protection on nuts, bolts, housings, brackets, other metal parts and components. Though expensive, gold electroplating provides not only corrosion, but also tarnish protection. For example, Magnesium was found to
be potential for biomedical applications; the problem being, it is corrosive in nature. So using electroplating, a protective layer on magnesium can be deposited to prevent it from corrosion.

2.2 Simulation Modeling

2.2.1 Introduction

Simulation is a tool used to evaluate the performance of a proposed system under study for duration of long periods of real time[45]. Simulation is performed under specific input conditions and output of the model is compared with that of the system. This is enabled by using simulation software. Physical processes that are being modeled can be understood by executing simulations. There are two types of simulation modeling, Stochastic[46] and Dynamic[47]. A stochastic model is performed from a source of randomness as it is based on certain assumptions of the system under study[48]. Statistical modeling is a stochastic model[49]. Examples of this type of modeling are linear regression[50], multiple regression[51], etc. Monte-Carlo method is a type of stochastic modeling[52]. Dynamic modeling[53] is performed using computer programs or software to evaluate complex systems. Simulation modeling used for optimizing material handling in a plant falls under this category[54].

2.2.2 Simulation of Electrodeposition

Modeling of electrodeposition using simulations helps in optimizing the coating strategies. Authors in the paper “Current Density Simulations in the Electrodeposition from Ionic Liquids: Effects of Conductivity” proved that alternative deposition methods other than CVD (Chemical Vapor Deposition), TBC (Thermal Barrier Coatings) were successful [55]. A simple galvanic cell was simulated using COMSOL Multiphysics. In the simulation model, they could successfully electrodeposit the metal on irregular shaped objects. Conductivity of ionic liquids was responsible for the current density distributions in the electrolyte. TBC specifications were
met in the case of simple electrode shape like disks, whereas the process was unsuccessful in case of complex objects like turbine blades. Absences of the coatings in critical places were successfully pointed out with the aid from simulations. Simulations results were almost similar in results with experimental electrodeposition [55].

Another important parameter which plays a vital role in for uniform surface coating is electrode spacing. In the paper “Parametric Modeling Study of Basic Electrodeposition in Microvias”, authors modeled a coating process of microvias for the circuit boards. Loss of coating uniformity was observed when the electrode spacing decreased while greater electrode distance increased the uniformity of the coating[56]. The simulation results proved that, ideal distance value was must for best separation to obtain a uniform coating. It was also proved that, larger size of anode when compared to cathode resulted in a non-uniform coating. In theory, if the cathode and anode were of same height then the resultant deposition would be uniform, however the simulated model couldn’t prove the results with the theoretical principles in this model. Similarly, movements of the ions in the electrolyte play a vital role in the formation of a good quality coating on the cathodic surface in the electrodeposition process. This was proved by the authors in the paper “Modeling the Electroplating of Hexavalent Chromium” [57]. The process of chromium plating was modeled in a 2D space using COMSOL Multiphysics. The simulation predicted that insufficient number of ions in the electrolyte would cause an uneven coating thickness and form voids on the coating surface. Individual impact of concentration and current density were the same with increased coating quality being obtained with increasing concentration / current density. However, varying both the parameters (concentration and current density) simultaneously did not result in an optimal coating. The simulation accurately predicted
conditions with high concentration and small current density as optimal conditions for obtaining best quality coating on the surfaces.

Another study by Wei and coworkers showed that electrolyte additives was an important parameter in the electrodeposition of the metal [58]. They numerically modeled copper deposition in a trench shaped structure [58]. Electrolyte additives affected the exchange current density of the electrolyte and the over potential of the electrodeposition. Results from the simulation proved that both velocity and over potential decreased with decrease in the additive concentration. However, the effect of additive was more pronounced at the top of the trench as compared to the bottom surface of the trench.

Using PHYSICA, a multi physics solver software authors modeled an electrodeposition process in the paper “Multiphysics Modeling of the Electrodeposition Process” to demonstrate that electrode kinetics played an important role in the electrodeposition process [59]. Electrode kinetics defined the deposition process using the rate determining step and current distributions. Simulation results proved that variables like surface electrode potential and the ion concentration in the electrolyte also influenced the kinetics associated with the deposition process. Along with the above variables, it also explained the importance of the interfaces of the model and moving boundary conditions. The simulation model demonstrated the importance of the interface and boundary selection on the electrodeposition process. Appropriate selection of these parameters was needed for accurate prediction when compared with experimental results.

Simulation of the electrodeposition process for a micro device fabrication in a trench shaped electrochemical cell showed that limitations on the diffusion transport growth of ions caused non-uniformity of the coatings formed [60]. Authors proved that the diffusion of ions was based on the shape of the electrolytic cell and the electrolyte in the shaped structure (trench)
usually remained stagnant causing variations in the deposition. In these shaped (trench) structures the model predicted uneven deposition due to the effects of the diffusion limits causing the coating surface to be roughened and subsequently becoming unstable when the rate of deposition was increased. Changes in electrode surface chemistry such as hydrogen evolution could also complicate the deposition process [60].

2.2.3 Advantages of Computer Simulation

1. **Value.** Simulation model assists in better investment [61]. For example, a simulation model used in a production shop floor reduces waiting time which increases the productivity. This is one of the biggest advantages of using a simulation model.

2. **Time.** A simulation model studies the significance of a process or design change faster than it is done in the real world system [62]. For example, the arrival rate of a component in a process can be easily understood from a simulation then actually waiting for it to be recorded in a real time process, thus saving a lot of time.

3. **Accuracy.** Simulation models provide the accuracy that is not provided by computational mathematic algorithms[63]. For example, certain numerical required for a production system to function is accurately measured by simulation modeling techniques.

4. **Visibility.** A simulation model aids in visualizing results so that the results attained during the experiment can be conveyed more efficiently[64]. For example, graphically we can obtain the results which aid in better understanding the problem.

5. **Versatility.** Simulation modeling [65] can be used in a number of fields, such as finance, logistics, manufacturing, health care, etc. This is one of the biggest advantages of simulation modeling.
2.2.4 Limitations of Computer Simulation

1. Large-scale-manufacturing systems are very complex. Writing computer programs to model such systems can be a very expensive task. Even under best circumstances simulation projects consume a lot of time, frequently requiring many months before obtaining valid results.

2. Complex simulation models require extensive computer time which is costly exercise. This limits the designer’s freedom to generate alternative designs.

3. Pseudo-data that detail the conceived system to imitate the real system must be provided to simulation model. The data regarding the processing demand information and operation rules are not available in the design phase.

4. In some cases where problem is not clearly defined, a simulation project always contains a risk factor which neither the designer nor the user of the model can find out in the early stages of design project.

2.3 Modeling problem formulation

2.3.1 Introduction

Simulation modeling software is used to model a real system under study using mathematical formulae. The correlation between the model and the real system is compared. A few changes are made if the correlation is not true. It is applied in chemical reactions, power reactors, control systems, electroplating, etc. Algorithms can also be used to simulate models. Software used in industrial applications are ARENA [66], COMSOL [67], ASCEND [68] etc. These models are based on the fundamental laws and governing equations like mass transfer, heat transfer. These can be solved using the solvers in the simulation software.
2.3.2 Methodology

The process of the modeling software is divided into three parts – preprocessing, processing and post processing.

Preprocessing:

Input of the required data should be provided in this step. It addresses two primary concerns: Identifying the objectives and methods to resolve them.

1. Identifying the Objectives:
   i. Geometry: The computational domain for the problem is entered in the software.
   ii. Governing equations: A set of mathematical equations describing the physical problem is chosen.
   iii. Boundary conditions: The appropriate boundary conditions, with respect to each governing equation to be solved, are entered.
   iv. Initial conditions: The initial conditions for the problem are defined.
   v. Properties: The material properties, such as, thermal conductivity, density, etc. are specified.

2. Methods to resolve the objectives:
   i. Meshing: The computational domain is divided into number of small elements, to solve the governing equations numerically.
   ii. Time steps: Here it is verified that if the problem is time- dependent. The time over which the problem has to be solved and the time step increment to be used by the solver are specified.
iii. Solving algebraic equations: Appropriate software is chosen to solve the set of algebraic equations from the original partial differential equations in processing stage.

iv. Tolerances: Tolerances are specified in the CAE software for error correction.

**Processing:**

Processing is automated based on the parameters provided in preprocessing. This stage involves conversion of partial differential equations into algebraic equations in order to obtain the values of temperature, velocity, concentration, etc.

![Flow chart for model development and solution](image)

**FIGURE 2.2.** Flow chart for model development and solution, showing steps for preprocessing, processing and postprocessing [69]
Post Processing:

The solutions obtained from the previous step are visualized using graphs, histograms and animations.

2.3.3 Modeling Software

There is a variety of computer software packages available for modeling. Some of them are Arena, AutoCAST [70], COMSOL Multiphysics [71], Hyper Works, MATLAB [72], NEi Nastran etc. For the current study, COMSOL Multiphysics software was used to model the problem.

2.4 COMSOL

COMSOL is an algorithm used to resolve the governing equations and boundary conditions using finite-element method (FEM) [67]. The software can simulate different physics by solving the corresponding equations such as, heat transfer, mass transfer, electrochemistry, fluid flow, electromagnetics and solid mechanics. One dimensional, 2D, axisymmetric & 3D steady state or transient simulations axisymmetric in complex geometry can be analyzed through COMSOL.

2.4.1 Problem Formulation

Problem formulation involves creating an equivalent mathematical formulation of a physical problem, i.e., finding equations which describe the physical processes that constitute the problem which virtually replaces the process. For example, consider electrodeposition of a metal A over metal B. Metal ions from a diffuse through the electrolyte and gets deposited on B. The system is an equivalent to a mass transfer, as material is moving from one point to another. In this, we would find out the thickness of the deposited layer over time which provides the time
taken to deposit required thickness. Simulation requires describing the physical process in mathematical form in order to develop a formulation.

The mathematical analog comprise of geometric parameters defined under objectives section in processing stage, i.e., computational domain, governing equation, boundary conditions, material properties and other parameters that define the real process. The computations are performed on the domain while the governing equations depict the conservation of mass species and boundary conditions are the constraints defined by the domain environment.

### 2.4.2 Steps Involved

Obtaining mathematical formulation is divided into several steps. First, we must decide on the final goal of the simulation followed by the selection of appropriate simulation region subsequently the governing equations and boundary conditions that define the process. Different material properties and parameters relevant to the situation must be provided to address the issues of specific cases.

![Diagram](image)

**FIGURE 2.3 Steps in problem formulation [69]**
In order to simplify the model complexity to achieve complex possible formulation, we start with simple 2D geometry without heat transfer and involving only constant properties of temperature or concentration, etc. Important results obtained by this include:

1. Regions to be included
2. Proportions of large regions to be considered.
3. Number of dimensions
4. Symmetry to reduce the domain.

Problems that involve multiple regions such as a solid and liquid or two solids are not included unless required. Depending on the physical process complete fluid area can be considered with solid as a boundary. The equations which are not applicable to the considered region(s) are not solved.

The computation memory and time required are the function of computational domain. Computation time varies disproportionately with the number of nodes and the proportions of larger domain to be included must be investigated with attention. The designed computation then determines the appropriate domain size.

The required dimensions are chosen based on the greatest number of changes in the variables of interest. The central purpose of introducing symmetry into the model is to minimize the computation by minimizing the domain size. Fig. 2.4 shows provides examples of reduced domains.
2.4.3 Governing Equations

The three most distinct equations of physics are fluid flow, heat transfer and mass transfer. Depending on the problem we use the equation(s). The governing equations are always used in simplified form. The equations for mass conservation, momentum conservation, energy conservation and mass species conservation are described below.

The Total mass conservation (continuity equation) is defined as:

$$\frac{\partial \rho}{\partial t} + \frac{\partial}{\partial x}(\rho v_x) + \frac{\partial}{\partial y}(\rho v_y) + \frac{\partial}{\partial z}(\rho v_z) = 0 \quad (2.3)$$

Momentum conservation equations (fluid flow equations)

\begin{align*}
\rho \frac{\partial v_x}{\partial t} + \rho \left( v_x \frac{\partial v_x}{\partial x} + v_y \frac{\partial v_x}{\partial y} + v_z \frac{\partial v_x}{\partial z} \right) &= -\frac{\partial \rho}{\partial x} + \mu \left( \frac{\partial^2 v_x}{\partial x^2} + \frac{\partial^2 v_x}{\partial y^2} + \frac{\partial^2 v_x}{\partial z^2} \right) + \rho g_x \quad (2.4) \\
\rho \frac{\partial v_y}{\partial t} + \rho \left( v_x \frac{\partial v_y}{\partial x} + v_y \frac{\partial v_y}{\partial y} + v_z \frac{\partial v_y}{\partial z} \right) &= -\frac{\partial \rho}{\partial y} + \mu \left( \frac{\partial^2 v_y}{\partial x^2} + \frac{\partial^2 v_y}{\partial y^2} + \frac{\partial^2 v_y}{\partial z^2} \right) + \rho g_y \quad (2.5) \\
\rho \frac{\partial v_z}{\partial t} + \rho \left( v_x \frac{\partial v_z}{\partial x} + v_y \frac{\partial v_z}{\partial y} + v_z \frac{\partial v_z}{\partial z} \right) &= -\frac{\partial \rho}{\partial z} + \mu \left( \frac{\partial^2 v_z}{\partial x^2} + \frac{\partial^2 v_z}{\partial y^2} + \frac{\partial^2 v_z}{\partial z^2} \right) + \rho g_z \quad (2.6)
\end{align*}

Energy conservation equation (heat transfer equation)

$$\rho C_p \frac{\partial T}{\partial t} + \rho C_p \left( v_x \frac{\partial T}{\partial x} + v_y \frac{\partial T}{\partial y} + v_z \frac{\partial T}{\partial z} \right) = k \left( \frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} + \frac{\partial^2 T}{\partial z^2} \right) + Q \quad (2.7)$$

Mass species conservation equation (mass transfer equation)

$$\frac{\partial c_A}{\partial t} + \left( v_x \frac{\partial c_A}{\partial x} + v_y \frac{\partial c_A}{\partial y} + v_z \frac{\partial c_A}{\partial z} \right) = D_{AB} \left( \frac{\partial^2 c_A}{\partial x^2} + \frac{\partial^2 c_A}{\partial y^2} + \frac{\partial^2 c_A}{\partial z^2} \right) + R_A \quad (2.8)$$
The transient, convection, diffusion and generation terms in the governing equations are used based on the process and its factors.

**Transient**: Transient means dynamic in nature. The transient term \( \frac{\partial c_A}{\partial t} \) denotes the rate of change of storage. The term should be considered if the process changes significantly or ignored if the process remains steady for most of the time.

**Convection**: The convection term, mathematically defined as \( v_x \frac{\partial c_A}{\partial x} + v_y \frac{\partial c_A}{\partial y} + v_z \frac{\partial c_A}{\partial z} \) with respect to heat or mass transfer equation, represents the transport of energy or species due to bulk flow. The term should be considered when the domain is fluid and ignored in a solid region with no bulk flow, as it would be non-porous medium.

**Diffusion**: The diffusion term \( D_{AB} \left( \frac{\partial^2 c_A}{\partial x^2} + \frac{\partial^2 c_A}{\partial y^2} + \frac{\partial^2 c_A}{\partial z^2} \right) \) represents the contribution to energy transport from conduction or diffusion to retain when qualitative information suggests that diffusion is likely to take place most of the time. This term may be ignored when (1) uniform and rapid heat generation where the boundaries are insulated, for temperature gradient not to develop; (2) the equation is used only as an analog and there is no real species to diffuse; (3) diffusion is negligible for a large species such as bacterium.

**Generation**: The generation term \( R_A \) known as source term whose negative value represents depletion, called as sink term. In case of heat transfer, the term represents conversion of generated heat into other forms of energy such as electromagnetic, ultrasonic or various other modes of heating. The term is ignored when the generated heat is much less than transported energy while in the mass transfer; it denotes formation of chemical species. The negative value is because of conversion of species into other forms.
2.4.4 Boundary and Initial Conditions

Six boundary constraints are defined for 3D, four at four edges for 2D and two for 1D at two points on the line. Usually one boundary condition is specified at the surface and parameters like process changing with time, non-uniform distribution of temperature, material are specified at the start of simulation.
CHAPTER 3
DEVELOPMENT OF MODEL

3.1 Simulation Model

The objective was to mathematically model the electroplating of Copper on Colbalt Chrome in copper sulphate electrolyte. This model was set as a 2D time dependent model using Secondary Current Distribution, Electrochemistry using COMSOL. The Nernst Planck Equation governed the ionic mass transport process that occurred in the electrolyte. The Nernst-Planck Equation is a conservation of mass equation and is an extension of Fick’s Law of Diffusion [73] to include electrostatic forces.

The deposition at cathode and the dissolving of the anode was taken place at 100% current yield. During the process, the change in the electrolytic density in the electrochemical cell occurred and the change in the density at anode was more than cathode. This induced free convection in the cell. Under the assumption that the variation in composition is small, free convection component was neglected. The process was assumed to be time dependent as the boundary of the cathode was moving as the deposition of the metal was taking place. The model is governed by mass conservation for the copper ions $Cu^{2+}$ and sulphate $SO_4^{-2}$ and the electroneutrality condition.

The model geometry is shown in FIGURE 3.1 below. The upper boundary represented anode, and cathode was placed at the bottom. The vertical walls were assumed to be insulated.
FIGURE 3.1. Geometry of the model

3.2 Assumptions

The assumptions were as follows:

1. Dilute solution theory[74]. This states that there were negligible interactions between the solute species.

2. The Nernst Einstein equation, \( D_i = u_i RT \), which is implicit in the infinite dilute solution theory [75]

3. The current density distribution was assumed to be uniform on the surface of the electrode.
4. The current density took the form of Butler-Volmer equation[76], which expressed the dependence of the current on the composition of the electrolyte solution adjacent to the electrode surface and on the relative activity of the solid state species and the exponential dependence of the current on the over potential

5. The physical, transport and kinetic parameters [77] were constant throughout the solution.

6. Solution was isothermal [78].

7. No homogeneous chemical reactions occurred in the electrolyte

### 3.3 Governing Equations

The transport equation which was applied in the diffusion layer was based on the flux equation of the ionic species in the solution. Mass transport in the solution occurred because of migration in electric field, diffusion in concentration gradient and convection in the flow field. The general mass balance equation is given below

\[
N_i = -z_i u_i F c_i \nabla \phi_i - D_i \nabla c_i + V_i c_i
\]  

(3.1)

The flux equations explaining the behavior of electrochemical systems are related to the Second Law of Thermodynamics[79]. Consider two neighboring volume elements \( V' \) and \( V'' \) of a solution that have same temperature and pressure but different electrochemical potentials of their constituents. The difference between the electrochemical potential of species \( i \), \( \bar{\mu}_i' \) and \( \bar{\mu}_i'' \), in these volume elements implies that this species tends to move from one volume element to the other as there is no distribution equilibrium. This motion of species \( i \) from one volume element to its neighbor is generically called transport of species \( i \). As the transport of the different species in solution takes place under thermal and mechanical equilibrium, the change in internal energy \( U \) of these two volume elements is
\[ dU' = TdS' + \sum_i \tilde{\mu}_i' d n_i' \quad (3.2) \]
\[ dU'' = TdS'' + \sum_i \tilde{\mu}_i'' d n_i'' \quad (3.3) \]

Where \( T \) is the thermodynamic temperature, \( S \) is the entropy and \( n_i \) the number of moles of species \( i \). Considering the exchange of matter between \( V' \) and \( V'' \), which takes place without energy exchange with their surroundings, it is satisfied that

\[ T(dS' + dS'') = \sum_i (\tilde{\mu}_i'' - \tilde{\mu}_i') d n_i' \geq 0 \quad (3.4) \]

Each individual term of the sum is positive when the transport of species \( i \) is not coupled to transport of other species. In this case, \( d n_i' \) is determined only by \((\tilde{\mu}_i'' - \tilde{\mu}_i')\) and species \( i \) moves towards the region in which its electrochemical potential is lower, that is, \( d n_i' < 0 \) when \( \tilde{\mu}_i'' < \tilde{\mu}_i' \) and vice versa. For example, this takes place in the case of ionic species in diluted solutions.

When the transport of different species is coupled, one or more terms in the sum could be negative, but the sum is always positive.

The transport of the species \( i \) is described in terms of either its velocity \( \vec{V}_i \) or its flux density \( \vec{J}_i = c_i \vec{V}_i \). If the area of the surface between the two volume elements is \( dA \) and its orientation is given by the unit vector \( \hat{n} \) (from \( V' \) to \( V'' \)), the number of moles of species \( i \) crossing the surface in a time \( dt \) is \( d n_i' = -\vec{J}_i \hat{n} \ d A \ d t \).

When the difference between \( \tilde{\mu}_i'' \) and \( \tilde{\mu}_i' \) is not very large, it can be assumed that the rate of change of the amount of species \( i, d n_i'/dt \), is proportional to the difference \( \tilde{\mu}_i'' - \tilde{\mu}_i' \) or to the gradient of this potential normal to the surface, \( \partial \tilde{\mu}_i/\partial n \equiv \vec{V} \tilde{\mu}_i \hat{n} \). The velocity of species \( i \) in linear approximation is expressed as

\[ \vec{V}_i = -u_i \vec{V} \tilde{\mu}_i \quad (3.5) \]

Where \( u_i \) is its mobility

Flux density takes the form
\[ \vec{J}_i = c_i \vec{V}_i = -u_i c_i \vec{\mu}_i = -\frac{D_i c_i}{RT} \vec{\mu}_i \]  \hspace{1cm} (3.6)

Where \( R \) is the universal gas constant and the Einstein relation between mobility and diffusion coefficient, \( D_i = u_i RT \), has been used.

At constant temperature and pressure, the gradient \( \vec{\nabla} \mu_i \) is caused by the changes in composition and electrical potential \( \phi \) so that

\[ \vec{\nabla} \mu_i = RT \vec{\nabla} \ln c_i + z_i F \vec{\nabla} \phi_i \]  \hspace{1cm} (3.7)

Where \( F \) is the Faraday constant and \( z_i \) is the charge number of species \( i \). Taking Eq. (3.7) to Eq. (3.6), the Nernst-Planck flux equation

\[ N_i = -D_i (\vec{\nabla} c_i + z_i c_i f \vec{\nabla} \phi_i) \]  \hspace{1cm} (3.8)

is obtained, where \( f \) denotes the ratio \( F/RT \). The terms in the righthand side of this equation represent the transport mechanisms of diffusion and migration, respectively. Diffusion is a consequence of the random thermal motion of the particles which makes the concentration of all species uniform. Migration causes the influence of the electric field, \( \vec{E} = -\vec{\nabla} \phi_i \), on the random motion of the charged particles, and Eq.(3.8) shows that the particles a component of their velocity along the direction of the electric field as a result of this influence.

Flux of species \( i \) due to bulk flow in a moving fluid in X-direction,

\[ (F_X)_i = u_i c_i \]  \hspace{1cm} (3.9)

Therefore, the flux expression for each species \( i \) can be written as

\[ N_i = -z_i u_i F c_i \nabla \phi_i - D_i \nabla c_i + V_i c_i \]  \hspace{1cm} (3.10)

Where the ionic mobility \( u_i \), is assumed to be related to the diffusion coefficient \( D_i \) by the Nernst-Einstein equation[80]

The material balance equation for each ionic species at every point within the diffusion layer is as follows
\[
\frac{\partial c_i}{\partial t} = -\nabla N_i + R_i \tag{3.11}
\]

Where \( R_i \) is the production rate of species \( i \) due to homogeneous chemical reactions.

Under the assumption, variations in composition are negligible in the electrolyte and migration of ions gives the net contribution to current in the electrolyte equation.

The concentration gradients in the above equations are neglected in the Secondary Current deposition interface and the current density is obtained from Ohm’s law:

\[
i_d = -\sigma_l \nabla \phi_l \tag{3.12}
\]

Where \( \sigma_l \) denotes the electrolyte conductivity.

Since the electrolyte composition is assumed to be constant, the material balances are unsolved for the Secondary current distribution.

The electroneutrality condition is given by the following expression:

\[
\sum_{i=0}^{n} z_i c_i = 0 \tag{3.13}
\]

Boundary conditions for the anode and the cathode were given by the Butler-Volmer equation for the copper deposition (detailed explanation of the equation were discussed in Sec 3.4.8).

### 3.4 Electrode Kinetics

Consider the reaction given below:

\[
A \leftrightarrow B \tag{3.14}
\]

\( K_f \) and \( K_b \) are the rate constants of the forward and backward reactions respectively.

#### 3.4.1 Reaction Rates:

The reaction rate, also known as rate of reaction or speed of reaction, for a reactant or product in a particular reaction is defined as how fast or slow a reaction occurs.

The rate of forward reaction can be calculated by: \( R_f = k_f c_A \) \tag{3.15}

The rate of backward reaction can be calculated by: \( R_b = k_b c_B \) \tag{3.16}
The net rate of reaction can be calculated by: \( R_{\text{net}} = R_f - R_b \)  
(3.17)

From equations (3.15) and (3.16)

Thu: \( R_{\text{net}} = k_f C_A - k_b C_B \)  
(3.18)

### 3.4.2 Equilibrium

Equilibrium is point at which the net reaction rate is zero. From the above equations, we can obtain the equilibrium concentration ratio as follows

\[
\frac{k_f}{k_b} = K = \frac{C_B}{C_A}
\]  
(3.19)

Where \( K \) is the equilibrium constant (K)

Rate constant vary with temperature, generally it increases with \( T \). The rate constant (K) and temperature are related by:

\[
K = A e^{(-E_a/RT)}
\]  
(3.20)

Where, \( E_a \)=activation energy, \( R \)=gas constant and \( A \)=pre exponential factor

### 3.4.3 Activation energy

Activation energy[81] is the barrier that has to be overcome by the reactants before they are converted to product. More energy is required by the reactants when there is a larger barrier for the activation energy.

\[
K = A e^{(-E_a/RT)}
\]  
(3.21)

a. Exponent term \( e^{(-E_a/RT)} \) is a probabilistic feature of the energy barrier component which has to crossed

b. Pre exponential factor \( A \), also known as frequency factor, gives a number of times the attempt was made to overcome the energy barrier

c. Consider the electrode reaction: \( O + ne = R \)  
(3.22)
Where \( k_f \) and \( k_b \) are the forward and backward reaction rate constants respectively. This is a general redox reaction, where O represents oxidized state and R represents reduced state. For this reaction, the equilibrium state is governed by the Nernst equation, which relates the equilibrium potential of the electrode \( (E_{eq}) \) to the concentration of the reactants and products (O and R).

\[
E_{eq} = E^0 - RT/nF \ln \left( \frac{c_R}{c_o} \right)
\]  
(3.23)

### 3.4.4 Overvoltage

A given current will require a penalty that should be paid in terms of electrode potential-penalty called overvoltage\[82\] due to irreversibility.

\[
\eta = E_{eq} - E
\]  
(3.24)

\( E_{eq} \) is the expected electrode potential and \( E \) is the electrode potential.

\[
\eta = a + b \log i
\]  
(3.25)

Where \( a \) and \( b \) are constants and \( I \) is the current density. This is the Tafel equation.

### 3.4.5 Kinetics of electrode reactions

Rates of forward and backward reaction

\[
O + ne = R
\]  
(3.26)

For the above reaction, the rate of the forward reaction is given by:

\[
R_f = k_f C_o(0,t) = i_c/nF
\]  
(3.27)

Where \( C_o(0,t) \) is the surface concentration of O.

Rate of the backward reaction is given by:

\[
R_b = K_b C_R(0, t) = i_a/nF
\]  
(3.28)

Reaction rate and current are correlated. Reduction occurs at the cathode and oxidation at the anode.
Net reaction rate

The net reaction rate or net current is given by

\[ R_{net} = R_f - R_b = \frac{i}{nF} = \frac{i_c - i_a}{nF} = [k_f \ C_o(0, t) - k_b \ C_R(0, t)] \]  

(3.29)

3.4.6 Potential dependence of \( k_f \) and \( k_b \)

Both \( k_f \) and \( k_b \) are potential dependent functions

The forward reaction, which is a reduction, is an electron accepting process. The rate of reaction increases when the electrode potential reaches higher negative because the electrode loses electrons more easily. The opposite happens in the backward reaction, i.e., oxidation reaction.

At equilibrium

The electrode potential and oxidation and reduction concentrations make net reaction rate zero. Then:

\[ i_c = i_a; \ R_f - R_b \]  

(3.30)

It can also be written as:

\[ k_f \ C_o(0, t) = k_b \ C_R(0, t) \]  

(3.31)

\[ \ln(k_b) - \ln(k_f) = \ln\left(\frac{C_o(0, t)}{C_R(0, t)}\right) \]  

(3.32)

Therefore calling in the Nernst equation:

\[ \ln(k_b) - \ln(k_f) = \ln\left(\frac{C_o(0, t)}{C_R(0, t)}\right) = \frac{F}{RT}(E - E^\circ) \]  

(3.33)

Upon differentiating the above equation with respect to \( E \), we get:

\[ \frac{RT}{F} \left[ \frac{\partial (\ln(k_b))}{\partial E} + \left(\frac{1}{k_f}\right) \frac{\partial (\ln(k_f))}{\partial E} \right] = 1 \]  

(3.34)

\[ 1 - \alpha + \alpha = 1 \]  

(3.35)

The terms on the left hand side of the reaction sum up to 1 and called symmetry factors (for one electron transfer in the reaction).
3.4.7 Reductive and Oxidative symmetry factors

The reductive symmetry factor is associated with the forward reaction which is represented by $\alpha$

$$RT/F\left[\frac{\partial (\ln(1/k_f))}{\partial E}\right] = \alpha$$ (3.36)

The oxidative symmetry factor therefore becomes $(1 - \alpha)$

$$RT/F\left[\frac{\partial (\ln(k_B))}{\partial E}\right] = 1 - \alpha$$ (3.37)

The term $\alpha$ is the measure of the symmetry of energy barrier. If the change in the potential is same on both sides of the barrier, then $\alpha=0.5=1-\alpha$. Any asymmetry in the change causes fractional values of $\alpha$.

**Standard rate constants**

$$\ln\left(\frac{1}{k_f}\right) = \alpha FE/RT + c$$ (3.38)

If, $k_f = k_f^0$, then $E=E^o$

$$k_f = k_f^0 e^{-\frac{\alpha F}{RT}(E-E^o)}$$ (3.39-a)

Similarly:

$$k_b = k_b^0 e^{-\frac{\alpha F}{RT}(E-E^o)}$$ (3.39-b)

$k_f^0$ and $k_b^0$ are termed as standard rate constants

If the concentrations of oxidation and reductions are same, and the potential is maintained at $E^o$ to cause any current flow:

From above equation, $k_f^0 = k_b^0$

The larger the value of $K^o$, the faster is the equilibrium. Reactions with small standard rate constants are slow. The standard rate constant is large for simple redox couples
3.4.8 The Butler-Volmer Theory

\[ i = nF k^0 [C_o(0, t) e^{\frac{\alpha nF}{RT}(E-E^\circ)}] - C_R(0, t) e^{\frac{(1-\alpha)nF}{RT}(E-E^\circ)} \]  

(3.40)

Where \( n \) is the number of electrons transferred. This is the Butler–Volmer\[76\] formulation of electrode kinetics. There are two components, of current i.e., anodic and cathodic, and it is exponentially dependent on potential. The net reaction rate is given by:

\[ R_{\text{net}} = \frac{i}{nF} = [k_f C_o(0, t) - k_b C_R(0, t)] \]  

(3.41)

\[ i = nF[k_f C_o(0, t) - k_b C_R(0, t)] \]  

(3.42)

Substituting the values for \( k_f \) and \( k_b \)

\[ i = nF k^0 [C_o(0, t) e^{\frac{\alpha nF}{RT}(E-E^\circ)}] - C_R(0, t) e^{\frac{(1-\alpha)nF}{RT}(E-E^\circ)} \]  

(3.43)

This formulation is called the Butler–Volmer formulation of electrode kinetics

At Equilibrium

\[ C_o(0, t) - C_R(0, t) e^{\frac{\alpha nF}{RT}(E-E^\circ)} = \left[ \frac{i}{nF} k^0 \right] e^{\frac{(1-\alpha)nF}{RT}(E-E^\circ)} \]  

(3.44)

At equilibrium, \( i = 0 \)

3.5 Equations Involved

The deposition process is assumed to take place through the following simplified mechanism:

\[ Cu^{2+} + e^- = Cu^+ \]  

(3.45)

\[ Cu^+ + e^- = Cu \]  

(3.46)

The first step is rate determining step (RDS), and the second step is assumed to be at equilibrium, which gives the following relation for the local current density as a function of potential and copper concentration:

\[ i_{ct} = i_0 \left[ \exp \left( \frac{1.5F n}{RT} \right) - \frac{c_{Cu^{2+}}}{c_{Cu^{2+},ref}} \right] \exp \left( -\frac{0.5F n}{RT} \right) \]  

(3.47)
where \( n \) denotes the over potential defined as

\[
n = \Phi_{s,0} - \Phi_1 - \Delta \Phi_{eq} \quad (3.48)
\]

where \( \Phi_{s,0} \) denotes the electronic potential of the respective electrode.

Equation at the cathode is given by:

\[
N_{Cu^{2+}} \cdot \vec{n} = - \frac{i_0}{2F} \left[ \exp \left( \frac{1.5F(\Phi_{s,cat} - \Phi_1 - \Delta \Phi_{eq})}{RT} \right) - \frac{c_{Cu^{2+}}}{c_{Cu^{2+},ref}} \exp \left( - \frac{0.5F(\Phi_{s,cat} - \Phi_1 - \Delta \Phi_{eq})}{RT} \right) \right] \quad (3.49)
\]

where \( \vec{n} \) denotes the normal vector to the boundary.

Equation at the anode is

\[
N_{Cu^{2+}} \cdot \vec{n} = - \frac{i_0}{2F} \left[ \exp \left( \frac{1.5F(\Phi_{s,an} - \Phi_1 - \Delta \Phi_{eq})}{RT} \right) - \frac{c_{Cu^{2+}}}{c_{Cu^{2+},ref}} \exp \left( - \frac{0.5F(\Phi_{s,an} - \Phi_1 - \Delta \Phi_{eq})}{RT} \right) \right] \quad (3.50)
\]

The amount of deposition is understood by the Faraday’s laws of electrolysis [83] which states that the amount of a material deposited on an electrode is proportional to the amount of electricity used. For reduction of one mole of a given metal ion (charge of \( n^+ \)), \( n \) moles of electrons are used for reduction. The total cathodic charge for the coating, \( Q(C) \), is the product of the number of gram moles of the metal coated, \( m \), and the number of electrons required for the reduction reaction, \( n \), Avogadro’s number, \( N_a \) (number of atoms in a molecule), and the electrical charge per electron, \( Qe(C) \). Thus, charge required to reduce \( m \) moles of metal is given by

\[
Q = mnN_aQe \quad (3.51)
\]

The product of Avogadro’s number, \( N_a \) (the number of atoms in a mole), and the electrical charge per electron, \( Qe(C) \) gives the Faraday constant, \( F \). The number of moles of the metal reduced by charge \( Q \) is:

\[
m = \frac{Q}{nF} \quad (3.52)
\]
The total charge used in the deposition can be calculated by the product of the current, I (A), and the time of deposition, t (sec), where the deposition current is constant. When current varies with time during the deposition process, Q can be calculated by,

\[ Q = \int I \, dt \quad (3.53) \]

The weight of the deposit, W(g), can be calculated by product of the number of moles of metal reduced and atomic weight, Mw, of the deposited metal is given by:

\[ W = \frac{M_w}{nF} \int I \, dt \quad (3.54) \]

The thickness of the deposition, d (cm), can be solved by:

\[ d = \frac{W}{\rho A} = \frac{M_w}{nF\rho A} \int I \, dt \quad (3.55) \]

Where \( \rho \) is the density of the metal (g=cm\(^3\)) and A is the area of deposition (cm\(^2\)).

### 3.6 Boundary Conditions

All boundaries (B1 and B4) were insulating:

\[ N_{Cu^{2+}, n} = 0 \quad (3.56) \]

### 3.7 Initial Conditions

The initial conditions of the electrolyte were:

\[ c_{Cu^{2+}} = c_0 \quad (3.57) \]
4.1 COMSOL Implementation

Step 1: Specifying the problem type

In this problem, it is mass transfer by migration with no diffusion or convection. The problem dealt with electrochemistry physics.

1. COMSOL was started by double clicking on the icon

2. 2D was selected from the Select Space Dimension

3. Using next arrow (Blue colored arrow on the Select Space Dimension), in Add Physics, Electrochemistry > Electrodeposition, Deformed Geometry > Electrodeposition, Secondary module was selected and again using next arrow (Blue colored arrow on the Add Physics), In Study type, Time dependent study was selected.

4. Using next arrow (Blue colored arrow on the Select Study Type) Finish was selected (flag shaped icon).
5. The length unit was changed to cm from the default units.

6. Under the file menu, the file was saved as Cu deposition with .mph as the extension

**Step 2: Setting the geometry**

The geometry in this case was square.

1. Square was selected by using right click on geometry

2. The side length of 3 was selected and Build Selection was selected.

**Step 3: Defining electrode and electrolyte properties**

1. In this step, the electrolyte, anode and cathode were defined with their properties.
2. Under the Electrodeposition Secondary, Electrolyte, the properties of electrolyte were entered. In the electrolyte conductivity section, User Defined was selected and the value of 4.23 [84] was entered and the other parameters were with default values.

3. External depositing electrode was created using the right click on Electrodeposition Secondary and was renamed as Anode.

4. Step 3 was repeated and it was renamed as Cathode.

5. For the Anode, Using Manual option in Selection, Boundary 3 was selected using add to selection (‘+’ symbol).

6. Surface properties of the anode were defined molar mass \( M_{cdep} = 0.06355 \ k g / mole \) [84] (Copper Anode) and density \( \rho_{cdep} = 8960 \ k g / m^3 \) [84].

7. Initial values were with default values.

8. In Electrode reaction, properties were

   Model Inputs – Temperature was defined to be 293.15K
Equilibrium potential - $E_{eq}$ was user defined. $E_{eq,ref} = -0.34 \, V$ [84] (Half-cell potential)

Electrode Kinetics – Linearized Butler Volmer Kinetics expression was selected, with exchange current density $i_0 = 1e3 \, A/m^2$, and anodic and cathodic coefficients as 0.5 each.

Stoichiometric coefficients – Number of participating electrons as 2, and stoichiometric coefficient to be ‘−1’ (oxidation)

\[
Cu = Cu^+ + e^- \quad (4.1)
\]

\[
Cu^+ = Cu^{2+} + e^- \quad (4.2)
\]

The remaining parameters were with the default values

9. No flux parameters were with the default values.

10. For the Cathode, Using Manual option in Selection, Boundary 2 was selected using add to selection (‘+’ symbol).

FIGURE 4.5. Defining electrode properties (Cathode)
11. Surface properties of the cathode were defined molar mass $M_{cdep} = 0.111 \text{ kg/mole}$ \[84\] (Cobalt Chrome Cathode) and density $\rho_{cdep} = 8500 \text{ kg/m^3}$ \[84\]

12. Initial values were with default values.

13. In Electrode reaction, properties were

   Model Inputs – Temperature was defined to be 293.15K

   Equilibrium potential - $E_{eq}$, was user defined. $E_{eq,ref} = +0.34 \text{ V}$ \[84\] (Half-cell potential)

   Electrode Kinetics – Linearized Butler Volmer Kinetics expression was selected, with exchange current density $i_0 = 1e3 \text{ A/m^2}$, and anodic and cathodic coefficients as 0.5 each.

   Stoichiometric coefficients – Number of participating electrons as 2, and stoichiometric coefficient to be ‘+1’ (reduction)

   \[ Cu^{2+} + e^- = Cu^+ \] (4.3)

   \[ Cu^+ + e^- = Cu \] (4.4)

   The remaining parameters were with the default values

14. No flux parameters were with the default values.

15. Between Boundary 3 and Boundary 2 is the Electrolyte.

**Step 4: Meshing**

In this step, the model geometry was divided into small elements

1. Physics controlled mesh was selected

2. The element size was selected to be fine
FIGURE 4.6. Defining mesh

**Step 5: Defining the Study**

In Step: Time Dependent

Study Settings, The time range was defined as (0, 1, 3000). This means in steps of 1sec starting from 0sec to 3000sec. And, the remaining parameters were default values.

FIGURE 4.7. Study Time Settings

**Step 6: Compute**

The simulated was computed with right click on Compute (F8).

**Step 7: Results**

1. 1D plot group was created using on right click on Results.
2. Line graph was created using the right click on 1D plot group.

   Data- Solution 1 was selected from the Data set

   Time Selection – All

   Selection – Using Manual, Boundary 2(Cathode) was selected
X axis data – Time scale \{Solver > Time (t)\} was selected using replace expression ( ) and check in description.

Y axis data – Thickness change was selected using the replace expression (Electrodeposition, Secondary > Total Electrode thickness change) with unit as mm and check in description.

It was plotted using Plot icon on the Line Graph (F8).

3. Step 2 was repeated for anode thickness change. Boundary 2 was selected at the Selection for this plot.

4. Step 2 was repeated for different parameters in Y for mass change and electrode growth velocity.

4.2 Experimental Methodology

4.2.1 Electroplating

The electroplating of Copper on Cobalt-Chrome was conducted in a electrolytic cell as shown in the FIGURE 4.8. Solution was prepared with 100 gms. of CuSO₄ in 100 ml of distilled water and 7 ml of 1N of H₂SO₄. The solution was kept on the stirrer to mix homogenously. A cobalt chrome strip of 14cm * 14cm was taken and an immersion area 1.4cm * 1.4cm cm was used and copper strip of 14cm * 14cm was taken and an immersion area 1cm * 1cm was used. The copper strip was connected to the anode and the cobalt chrome was connected to the cathode were immersed in the electrolyte and then current was passed. FIGURE 4.8 shows the image of the experimental used for the electrodeposition process. Electroplating was conducted under the following parameters: Conductivities: 4.23 S/m², 1.9 S/m², 0.93 S/m², 0.54 S/m² and current density: 3.57E02 A/m², 2.52E02 A/m², 6.12E02 A/m², and for different time durations. The samples were then characterized with microscope, SEM EDS and thickness gage.
4.2.2 Effect of Current Density

Current density[85] is the electric current per unit area of cross section and measured in amperes per square metre. Solution with conductivity of $4.23 \, S/m^2$ ($18.8 \, g \, of \, CuSO_4 \, in \, 100ml \, of \, distilled \, water \, and \, 7ml \, of \, 1N \, H_2SO_4$) was used and thickness was calculated using different current densities - $2.52E02 \, A/m^2$ ($0.05A \, over \, area \, of \, 1.4cm \times 1.4cm$), $3.57E02 \, A/m^2$ ($0.07A \, over \, area \, of \, 1.4cm \times 1.4cm$) and $6.12E02 \, A/m^2$ ($0.12A \, over \, area \, of \, 1.4cm \times 1.4cm$) for a duration of 18 min, 25 min, 40 min and 46 min respectively.

4.2.3 Effect of electrical conductivity of the electrolyte

The electrical conductivity [86] of an electrolyte solution is the ability to conduct electricity. The unit of conductivity is siemens per meter (S/m). Test parameters used were: conductivity: $4.23 \, S/m^2$ ($18.8 \, g \, of \, CuSO_4 \, in \, 100ml \, of \, distilled \, water \, and \, 7ml \, of \, 1N \, H_2SO_4$), $1.9 \, S/
$m^2 \quad (5.5 \text{ g of CuSO}_4 \text{ in 100ml of distilled water and 7ml of 1N H}_2\text{SO}_4), \quad 0.93 \text{ S/m}^2$

$(2.2 \text{ g of CuSO}_4 \text{ in 100ml of distilled water and 7ml of 1N H}_2\text{SO}_4)$ and $0.54 \text{ S/m}^2$

$(1.2 \text{ g of CuSO}_4 \text{ in 100ml of distilled water and 7ml of 1N H}_2\text{SO}_4)$ with current density $3.57E02 \text{ A/m}^2 (0.07A \text{ over area of 1.4cm } \times 1.4cm)$ and for a $35 - 40 \text{ min}$ duration.

4.3 Characterization

4.3.1 Optical Microscopy

The computer was integrated with The Leica Optical Microscope (OM) and connected to a camera, which helps in studying the topography of the coated surface. The software Leica Vision was used to collect the images from the camera and performed analysis on the images. The settings of the microscope helped in the obtaining the images at different magnifications (10X, 20X), as per the experimental requirements.

![Figure 4.9 Optical Microscope setup](image)

4.3.2 SEM EDS

The coated sample is placed inside a vacuum tube present in the scanning electron microscope (SEM). The electrons inside the tube were generated from the heated filament which was produced using a high voltage and were focused on the sample. The sample surface
is conducted using a metal coating. Using electron beams, SEM generates an image of the coating sample. Advantage of SEM over optical microscope is that higher magnification of the sample can be obtained. Limitation of the SEM, it cannot image any irregular topographical features.

The x-rays generated by the electrons reflected by the sample could be analyzed using energy dispersive spectroscopy (EDS) to understand the composition of the atoms on the sample. Few elements that are heavier than Boron cannot be detected by this process. The sample size used for the analysis is couple of cubic centimeters.

![SEM apparatus](image)

**FIGURE 4.10 SEM apparatus**

### 4.3.3 Thickness Measurement

**Coating thickness gauge**

Coating thickness gauge of the series DCFN 3000EZ was used in the experiment. The gauge consists of a LCD display, zero key, statistics key, ON/OFF switch and battery compartment (on the rear). The DCFN -3000EZ will mechanically identify whether the testing material is ferrous or non-ferrous metal and will show the accurate reading on the display.

It offers quick, non-destructive and accurate coating measurements on ferrous and non-ferrous metals. The gauge is used for various laboratory applications and also for testing the non-
magnetic coatings on steel and ferrous metals and electrically insulating coatings on non-ferrous metals. The measurements in the ferrous mode are conducted using the magnetic induction method and in the non-ferrous mode through the Eddy current method. Using the factory calibration we can measure the flat and slightly curved surfaces and Zero procedure is used to measure the curved and rough surfaces.

![Coating thickness gauge](image)

**FIGURE 4.11 Coating thickness gauge**

**SEM EDS**

SEM EDS was used to analyze the coating thickness of the sample. Coated samples were dipped in liquid nitrogen, and the coated layer was peeled and used for analysis. The sample was placed in the SEM and electron beam reflected was to study the elemental composition and the thickness of the coated layer. Detailed explanation of the procedure was given in Sec 4.3.2.
CHAPTER 5
RESULTS AND DISCUSSION

5.1 Simulation of electrodeposition

5.1.1 Thickness change over time

Thickness change over time was plotted as a function of time for cathode in the FIGURE 5.1. Along the Y axis was the thickness change. The simulation predicted, for the first 500 sec the coating was not started, after that there was a steady coating of Cu on Co-Cr. At the end of 3000 sec, coating was at 0.22mm layer on the Co-Cr.

FIGURE 5.2. Copper coating thickness change of anode as a function of time
Thickness change over time was plotted as a function of time for anode in the FIGURE 5.2. Along the Y axis was the thickness change. The simulation predicted that for the first 500 sec the thickness change of anode was not steady. After that, the degradation of the Cu was slow at the initial time periods, later it started increasing. The layer degraded by about 0.15mm.

5.1.2 Mass change over time

![Electrode mass change - Cathode](image)

**FIGURE 5.3.** Mass change of cathode as function of time

Mass change of cathode over time plotted as a function of time in the FIGURE 5.3. Along the Y axis was the cathode electrode mass change. Simulation predicted the mass change of the cathode at the end of 3000 sec to be 1.8 kg/m². Meaning, the mass deposition on the cathode was 1.8 kg/m². The total copper deposited on the cobalt chrome could be accounted for this mass increment.
Mass change of anode over time plotted as a function of time in the FIGURE 5.4. Along the Y axis was the anode electrode mass change. Simulation predicted the mass change of the anode at the end of 3000 sec was 1.2 kg/m$^2$. Meaning, the mass deposition on the cathode was 1.2 kg/m$^2$. The copper lost on the copper electrode could be accounted for this change in the mass loss.

5.1.3 Fraction of free sites over spatial coordinate
In FIGURE 5.5, fraction of sites as function of spatial coordinate was plotted. Fraction of free sites indicated the conversion ratio of the final product from the initial reactants. Simulated predicted “1”, explaining the solid was completely formed from the reactions on the cathode.

5.2 Electrodeposition of Copper on Cobalt Chrome

5.2.1 Copper coating thickness at thirty minutes

This test was conducted to check the variability of the results of the experiment with same parameters. Test parameters were, conductivity - 4.23 $S/m^2$, current density – 3.57 + $E2 A/m^2$ and for 30 min duration on a 1.4 $cm \times 1.4 cm$ area of contact. The test was conducted on four samples with same experimental setup and conditions. The results from the experiment were tabulated with the standard error (SE) (TABLE 5.1) and thickness was measured using the SEM and thickness gauge. For the SEM, the sample was dipped in liquid nitrogen for few minutes. Once the sample was cold enough, it was hammered to separate the coated layer. This layer was used to measure the thickness. Thickness gauge was directly used on the sample to measure the thickness. For each sample measurements were taken at different points and then averaged.

TABLE 5.1

THICKNESS DATA OF THE FOUR SAMPLES USING SEM AND THICKNESS GAUGE

<table>
<thead>
<tr>
<th></th>
<th>Current</th>
<th>Duration</th>
<th>Simulation</th>
<th>SEM (Mean +/-SE)</th>
<th>Gauge (Mean +/-SE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample 1</td>
<td>0.07 A</td>
<td>30 min</td>
<td>11.7</td>
<td>11.12+/-0.4</td>
<td>13.5+/-0.29</td>
</tr>
<tr>
<td>Sample 2</td>
<td>0.07 A</td>
<td>30 min</td>
<td>11.7</td>
<td>10.35+/-0.53</td>
<td>13.25+/-0.48</td>
</tr>
<tr>
<td>Sample 3</td>
<td>0.07 A</td>
<td>30 min</td>
<td>11.7</td>
<td>9.33+/-0.3</td>
<td>10.5+/-1.85</td>
</tr>
<tr>
<td>Sample 4</td>
<td>0.07 A</td>
<td>30 min</td>
<td>11.7</td>
<td>6.98+/-0.13</td>
<td>12.25+/-0.85</td>
</tr>
</tbody>
</table>
FIGURE 5.6 Graph showing the thickness using simulation, gauge and SEM values at 30 minutes

The above graph (FIGURE 5.6) shows the thickness of the coating using all the three experiments: Simulation, SEM and Thickness Gauge. It was observed that there was lot of variation in SEM over the gauge. This variation could be attributed to the plane in which thickness values were recorded. Each sample’s coating layer was not a clean peel for the exact thickness measurement. The layer was not uniform when it was removed from the cathode and the plane was not 100% planar when it was measured. This caused the change in the thickness values for the different samples. Thickness gauge was very sensitive to the pressure applied while measuring the sample. Small variation in the pressure showed different values.
5.2.2 Effect of current density on coating thickness

This experiment was conducted with different current densities at a conductivity of 4.23 $S/m^2$ on 1.4 cm * 1.4 cm area of contact. The values of the experiment are tabulated (TABLE 5.2) along with the simulation result values under same conditions. The different current densities used were $2.50 \times 10^2$ ($A/m^2$), $3.57 \times 10^2$ ($A/m^2$) and $6.12 \times 10^2$ ($A/m^2$). By increasing or decreasing the current density the flow of electrons were affected. Increasing current density, the flow of electrons in the electrolyte increased causing the coating layer to increase in thickness (TABLE 5.2).
TABLE 5.2
THICKNESS DATA OF THE SAMPLES WITH DIFFERENT CURRENT DENSITIES

<table>
<thead>
<tr>
<th>Time (min)</th>
<th>Simulation</th>
<th>SEM (Mean +/-SE)</th>
<th>Gauge (Mean +/-SE)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Current Density - 2.50 E+02 (A/m^2)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>7</td>
<td>2.33+/-.09</td>
<td>5+/-.04</td>
</tr>
<tr>
<td>25</td>
<td>9.5</td>
<td>4.65+/-.31</td>
<td>6.75+/-.48</td>
</tr>
<tr>
<td>40</td>
<td>14.3</td>
<td>6.9416+/-.09</td>
<td>11.5+/-.19</td>
</tr>
<tr>
<td>46</td>
<td>17.3</td>
<td>7.3912+/-.23</td>
<td>10.2+/-.73</td>
</tr>
<tr>
<td><strong>Current Density - 3.57 E+02 (A/m^2)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>7</td>
<td>1.8275+/-.13</td>
<td>6.25+/-.48</td>
</tr>
<tr>
<td>25</td>
<td>9.6</td>
<td>9.987+/-.62</td>
<td>6+/-.41</td>
</tr>
<tr>
<td>40</td>
<td>15</td>
<td>1.5996+/-.09</td>
<td>10.4+/-.103</td>
</tr>
<tr>
<td>46</td>
<td>17.6</td>
<td>13.455+/-.47</td>
<td>11.8+/-.37</td>
</tr>
<tr>
<td><strong>Current Density - 6.12 E+02 (A/m^2)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>7</td>
<td>8.68+/-.9</td>
<td>4.4+/-.81</td>
</tr>
<tr>
<td>25</td>
<td>9.8</td>
<td>8.964+/-.34</td>
<td>8+/-.45</td>
</tr>
<tr>
<td>40</td>
<td>15.2</td>
<td>23.49+/-.27</td>
<td>34+/-.87</td>
</tr>
<tr>
<td>46</td>
<td>18</td>
<td>31.35+/-.243</td>
<td>42.75+/-.25</td>
</tr>
</tbody>
</table>
The graph was plotted with different current densities for duration of 46 minutes.

![Graph showing thickness with different current densities at duration of 46 minutes](image)

**FIGURE 5.8** Graph showing thickness with different current densities at duration of 46 minutes

The above graph (FIGURE 5.8) shows an increase in trend with increase in current density with all the three experiments. SEM showed nearly the same thickness as gauge at 46 minutes. The variation for different values (for example at $6.12 \times 10^2 \text{ A/m}^2$, simulation – 18 µm, SEM – 31.35 µm, gage – 42.75 µm) from the simulation results could be due to the measurement error and limitations in SEM and gauge. Possible explanation for this could be the layer resistance caused by the coating from the previous coated layer. Simulation doesn’t account for this resistance caused in the coating.

**Coating thickness at current density $6.12 \times 10^2 \text{ A/m}^2$**

In the FIGURE 5.9, the thickness was plotted vs current density of $6.12 \times 10^2 \text{ A/m}^2$. There was an increasing trend observed in the thickness over the time. All three experiments
showed the increasing trend over the time. The deviation (simulation – 18 µm, SEM – 31.35 µm, gauge – 42.75 µm) could be accounted for the SEM and gauge limitations.

FIGURE 5.9 Graph showing thickness vs. time at $6.12 \times 10^2 \text{ A/m}^2$ with simulation, SEM and gauge

Coating thickness at current density $3.57 \times 10^2 \text{ A/m}^2$
FIGURE 5.10 Graph showing thickness vs. time at $3.57E + 02 \, A/m^2$ with simulation, SEM and gauge

In the FIGURE 5.10 there was an increasing trend line with increase in duration. Both simulation and gauge showed the increasing trend. Only SEM at 40 minute had a dip in the trend. This could be an outlier. Deviation from the simulation could be the limitations of SEM and gauge measuring techniques. Experiment was repeated to check the outlier data point. It was conducted and it was verified to be a good coating with good finish (FIGURE 5.11). The data point(X) in the experiment was confirmed to be an outlier.

![FIGURE 5.11 Coating at 3.75E2 A/m² for 30 minutes at 4.23 S/m²](image)

Coating thickness at current density $2.5 \, E02 \, A/m^2$

In the FIGURE 5.12, there was an increasing trend in the graph. All the three experiments showed an increasing trend in the thickness over the time. The dip at the 46-minute in gauge was caused due to measurement limitation. The sample had big standard error, which could be due to the measuring technique.
FIGURE 5.12 Graph showing thickness vs. time at 2.5E+02 A/m² with simulation, SEM and gauge

FIGURE 5.13 Thickness variations with different current densities
A. Coating at low current densities (2.5 + 02 A/m²), B. Coating at high current densities (6.12E + 02 A/m²)

FIGURE 5.13 shows the images of the electrodeposition at different current densities

FIGURE 5.14 shows the tabulated SEM images of the electrodeposition at different current densities for different durations
FIGURE 5.14 SEM images of the copper coated
5.2.3 Effect of conductivity on coating thickness

This test was conducted with different electrical conductivities of the electrolyte keeping the other parameters constant (duration 35 – 40 min, current density 3.57 + E2 A/m²). Test parameters were, conductivity - 4.23 S/m², 1.9 S/m², 0.93 S/m² and 0.54 S/m² on a 1.4 cm * 1.4 cm area of contact. The results from the experiment are tabulated (TABLE 5.3) and thickness was measured using the SEM and thickness gauge.

TABLE 5.3

THICKNESS DATA OF THE SAMPLES WITH DIFFERENT CONDUCTIVITIES

<table>
<thead>
<tr>
<th>Conductivity (E02 S/m²)</th>
<th>Thickness (micrometer)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Simulation</td>
</tr>
<tr>
<td>4.23</td>
<td>15</td>
</tr>
<tr>
<td>1.9</td>
<td>6</td>
</tr>
<tr>
<td>0.93</td>
<td>2</td>
</tr>
<tr>
<td>0.54</td>
<td>1.6</td>
</tr>
</tbody>
</table>

FIGURE 5.15 Coating thicknesses with different conductivities with simulation, gauge and SEM

In the FIGURE 5.15, decreasing trend in the thickness coating was observed with decrease in the electrical conductivity of the electrolyte. The experiment was conducted for duration of 35 – 40
minutes. As the conductivity lowered (0.93 S/m² and 0.54 S/m²) the coating was not even and was powdery (FIGURE 5.17). All the three experiments showed a decreasing trend in the thickness deposition. At 1.9 S/m², 0.93 S/m² and 0.54 S/m² SEM was not performed as the coating was powdery. EDS was performed to confirm the powdery substance (FIGURE 5.16). It was verified to be copper. The electrolyte conductivity was not sufficient for a good coating onto the metal surface. With decrease in the conductivity levels the coating became thinner, non-uniform and weak.

FIGURE 5.16 EDS graph showing the presence of copper in the powder sample

FIGURE 5.17 Powdery coating at low conductivity
CHAPTER 6

SUMMARY AND RESULTS

The simulation was conducted and experimental validation of electrodeposition was performed. The results had a trend justifying the simulation output with the experiment values. The reason for the deviation of the results was because of some limitations. The pre-activation procedure difference was not accounted by the simulation model. The pre-activation helps to activate the surface of the metal helping in better coating during when the experiment is being performed. Layer over layer coating has influence over the next coating layer, which the simulation doesn’t account for the thickness calculation. Practically, there is a limitation for the electrical conductivity constant based on the concentration levels, which the simulation doesn’t account in the model. It accepts any value for conductivity, which is practically not true. The procedure for the SEM measurement had limitations. The way in which the coating was peeled from the sample using nitrogen liquid was not a perfect and clean peel. Any small bent on the edge line of the layer, had a big impact on the measurement using the SEM. These were very sensitive which were difficult to control during the peeling procedure. The plane of the measurement angle also played a role in the variation of the thickness. The coated layer wasn’t planar, small variation in angle showed lot of difference in the values. The thickness gauge was very sensitive to the pressure applied on the surface. Small variations in the pressure showed a big difference in the output. These were the limitations that caused the variability in the results.

FUTURE WORK

For the future work, the variability and limitations faced during the model development and the experimental procedures need to be addressed. A standard protocol has to be developed
for the measurement process for both SEM and thickness gauge. More experiments are to be conducted using different substances with different electrolyte to understand the limitations of the simulation software.
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APPENDIX
APPENDIX A

MOLARITY OF THE SOLUTION

Molecular weight of CuSO₄·5H₂O = 249.68 g/mol (As on the bottle)

Number of moles = 18.8 (Taken)/249.68 = .0753 moles

H₂SO₄ used was 1N, which is equivalent to 2M solution

Solution of H₂SO₄ used was 7 ml

Number of moles = 2*.007 = .014 moles

Total no of moles = .0753+.014 = .0893

Volume used = 100+7=107ml

Molarity of the solution = .0893*1000/100= .83M
APPENDIX B

MASS PERCENTAGE

Mass of $\text{CuSO}_4\cdot5\text{H}_2\text{O}$ used was 18.8 g

Total mass percentage = \frac{18.8}{18.8+100+98+2+0.07} = 15.57\%

Using the Electrical Conductivity of Aqueous Solutions from the Chemistry Handbook, based on the mass percentage, the electrolyte conductivity of the solution was used.

ELECTRICAL CONDUCTIVITY OF AQUEOUS SOLUTIONS

The following table gives the electrical conductivity of aqueous solutions of some acids, bases, and salts as a function of concentration. All values refer to 20 °C. The conductivity $\kappa$ (often called specific conductance in older literature) is the reciprocal of the resistivity. The molar conductivity $\Lambda$ is related to this by $\Lambda = \kappa/c$, where $c$ is the amount-of-substance concentration of the electrolyte. Thus if $\kappa$ has units of millisiemens per centimeter (mS/cm), as in this table, and $c$ is expressed in mol/L, then $\Lambda$ has units of S cm/mol. For these electrolytes the concentration $c$ corresponding to the mass percent values given here can be found in the table "Concentrative Properties of Aqueous Solutions" in Section 8.
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<table>
<thead>
<tr>
<th>Name</th>
<th>Formula</th>
<th>0.5%</th>
<th>1%</th>
<th>2%</th>
<th>5%</th>
<th>10%</th>
<th>15%</th>
<th>20%</th>
<th>25%</th>
<th>30%</th>
<th>40%</th>
<th>50%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acetic acid</td>
<td>CH$_3$COOH</td>
<td>0.3</td>
<td>0.6</td>
<td>0.8</td>
<td>1.2</td>
<td>1.5</td>
<td>1.7</td>
<td>1.7</td>
<td>1.6</td>
<td>1.4</td>
<td>1.1</td>
<td>0.8</td>
</tr>
<tr>
<td>Ammonia</td>
<td>NH$_3$</td>
<td>0.5</td>
<td>0.7</td>
<td>1.0</td>
<td>1.1</td>
<td>1.0</td>
<td>0.7</td>
<td>0.5</td>
<td>0.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ammonium chloride</td>
<td>NH$_4$Cl</td>
<td>10.5</td>
<td>20.4</td>
<td>40.3</td>
<td>95.3</td>
<td>180</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ammonium sulfate</td>
<td>(NH$_4$)$_2$SO$_4$</td>
<td>7.4</td>
<td>14.2</td>
<td>28.7</td>
<td>57.4</td>
<td>106</td>
<td>157</td>
<td>185</td>
<td>215</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Barium chloride</td>
<td>BaCl$_2$</td>
<td>4.7</td>
<td>9.1</td>
<td>17.4</td>
<td>40.4</td>
<td>76.7</td>
<td>109.0</td>
<td>137.0</td>
<td>183</td>
<td>172</td>
<td>106</td>
<td></td>
</tr>
<tr>
<td>Calcium chloride</td>
<td>CaCl$_2$</td>
<td>9.1</td>
<td>15.7</td>
<td>29.4</td>
<td>67.0</td>
<td>117</td>
<td>157</td>
<td>177</td>
<td>183</td>
<td>172</td>
<td>106</td>
<td></td>
</tr>
<tr>
<td>Cesium chloride</td>
<td>CsCl</td>
<td>3.8</td>
<td>7.4</td>
<td>13.8</td>
<td>32.9</td>
<td>65.8</td>
<td>102</td>
<td>142</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Citric acid</td>
<td>C$_6$H$_5$(COOH)$_2$</td>
<td>1.2</td>
<td>2.1</td>
<td>3.0</td>
<td>4.7</td>
<td>6.2</td>
<td>7.0</td>
<td>7.2</td>
<td>7.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Copper(II) sulfate</td>
<td>CuSO$_4$</td>
<td>2.9</td>
<td>5.4</td>
<td>9.3</td>
<td>19.0</td>
<td>32.2</td>
<td>42.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Formic acid</td>
<td>HCOOH</td>
<td>1.4</td>
<td>2.4</td>
<td>3.5</td>
<td>5.6</td>
<td>7.8</td>
<td>9.0</td>
<td>9.9</td>
<td>10.4</td>
<td>10.5</td>
<td>9.9</td>
<td>8.6</td>
</tr>
<tr>
<td>Hydrogen chloride</td>
<td>HCl</td>
<td>46.1</td>
<td>92.9</td>
<td>183</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lithium chloride</td>
<td>LiCl</td>
<td>10.1</td>
<td>19.0</td>
<td>34.9</td>
<td>76.4</td>
<td>127</td>
<td>155</td>
<td>170</td>
<td>165</td>
<td>146</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>