DEVELOPMENT OF A DECENTRALIZED ARTIFICIAL INTELLIGENCE SYSTEM FOR DAMAGE DETECTION IN COMPOSITE LAMINATES FOR AEROSPACE STRUCTURES

A Dissertation by

Zachary Tyler Kral

Master of Science, Wichita State University, 2009

Bachelor of Science, Virginia Polytechnic Institute and State University, 2006

Submitted to the Department of Aerospace Engineering
and the faculty of the Graduate School of
Wichita State University
in partial fulfillment of
the requirements for the degree of
Doctor of Philosophy

December 2013
The following faculty members have examined the final copy of this dissertation for form and content, and recommend that it be accepted in partial fulfillment of the requirement for the degree of Doctor of Philosophy with a major in Aerospace Engineering.

________________________
Walter Horn, Committee Co-Chair

________________________
James Steck, Committee Co-Chair

________________________
Janet Twomey, Committee Member

________________________
Pingfeng Wang, Committee Member

________________________
Charles Yang, Committee Member

Accepted for the College of Engineering

________________________
Vish Prasad, Interim Dean

Accepted for the Graduate School

________________________
Abu Masud, Interim Dean
ACKNOWLEDGMENTS

I would like to thank the National Institute of Aviation Research (NIAR) for their contribution of equipment and testing articles. I would also like to thank the NIAS/Industry/Schools (NIS) foundation and the Department of Energy (DOE DE-FG36-08GO88149) for their funding to help make this research possible. All results and conclusions were obtained from my own independent experimentation and testing without consultation with the Department of Energy.
Because of economic impact that results from downtime, aircraft maintenance is an important issue in the aerospace industry. In-service structures will decay over time. Compared to low-cycle loading structures, aerospace structures experience extreme loading conditions, resulting in rapid crack propagation. The research involved in this dissertation concerns development of the initial stages of a structural health monitoring (SHM) system that includes a network of ultrasonic testing sensors with artificial intelligence capable of detecting damage before structure failure. A series of experiments examining the feasibility of ultrasonic sensors to detect the initial onset of damage on a composite laminate, similar in structure to that used in aerospace components, was conducted. The artificial neural network (ANN) with the best accuracy was found to be a hybrid of a self-organizing map (SOM) with a feed-forward hidden and output layer. This was used for a single actuator-to-sensor scans on a composite laminate with simulated damage. It was concluded that a decentralized network of sensors was appropriate for such a system. The small four-sensor system was proven to be capable of predicting the presence of damage within a scanning area on a composite laminate, as well as predict the location once damage was detected. The main experimentation for this dissertation involved four ultrasonic sensors operated in a pitch-catch configuration. Simulated damage, verified through experimentation, was placed at various locations in the scanning area of interest. Signals obtained from the ultrasonic sensors were analyzed by a multi-agent system in which each agent describes an ANN. The system was trained to determine damage size. A second multi-agent system was constructed to determine the location of the detected damage. The architecture was similar to the damage-sizing system. Results demonstrated that with the artificial intelligence post-processing of ultrasonic sensors, 95% confidence can be obtained for detecting and locating damage that is 0.375 in. in diameter, which was verified through a bootstrap method. This dissertation validated the initial stages of constructing such a network of ultrasonic sensors. Future research in this area could involve combining the four-sensor network into a larger network of sensors by means of multi-agent processing (i.e., developing scanning regions). The novel method presented here provides the basis for development of an SHM system for typical aerospace structures.
The safety of aircraft is an important issue in the aerospace field. Aerospace structures often experience large variations in loading and environmental conditions during operation, which can lead to fatigue damage in the structure and cause catastrophic failure. For wind turbines or satellites, this could mean a loss of power generation or communication capability. For aircraft, a failure could result in the loss of life. As a result, maintenance is important in the aerospace field.

One measure of improved design has been in the materials used for aerospace structures. Originally, aircraft were built of wood and fabric to produce a lightweight structure. As the aerospace field advanced, aluminum and titanium metals became the main structural materials of choice. With current materials research, modern composite laminates have been introduced. These materials consist of ceramic fibers in a polymer matrix. The resulting combination of materials has the potential to withstand loads close to the properties of ceramics, while maintaining some ductility of polymers. The high strength-to-weight ratio of composite laminates allows for a reduction of weight in aerospace systems without compromising the structure’s designed properties. This system can be tailored to meet design requirements of the structure. For example, fibers can be oriented in a specific direction in order to achieve the desired strength. The fiber-to-matrix volume ratio can also be adjusted to alter material properties. Ply orientation can be combined for complex-loading situations. The number of plies can vary depending upon the structure. Current designs are incorporating an increasing amount of composite laminates into their structures. Wind turbine blades and spacecraft consist mainly of composite laminate structures. Aircraft such as the Airbus A380 and the Boeing 787 are being constructed with more composite components than other aircraft in production. However, these materials have complex modes of internal damage that are not present in metals. For metal structures with an isotropic, homogenous nature, cracks are the main source of damage. In composite laminates, internal damage can take the form of fiber breakage, matrix cracking, delamination between plies, or, more commonly, a combination of these damage modes. This complexity in composite materials requires the aerospace industry’s careful attention to maintenance and damage detection in order to maintain safety and confidence in the structure.

Preventative maintenance measures developed for aerospace structures involve inspection routines based on analytical, experimental, and field report data. These usually consist of a threshold value for the initial inspection. In other words, cracks in the structure are expected after a set number of hours of operation. Since damage is
assumed to be present and continuously growing, an interval for subsequent inspections is determined. These inspections consist of proven and reliable nondestructive evaluation (NDE) methods, such as visual inspection and eddy currents. An operator performing a visual scan of a structure and damage must deal with many issues, including the detectable range of inspectability and human error. Eddy current technology involves sending an electric current through a metallic structure. Although more accurate than a visual inspection scan, this process can be labor intensive. Some sections of a structure must have its finish removed in order to detect cracks accurately. Some parts must be removed from the aerospace system to accurately assess for damage. To conduct these inspections, the structure or aerospace system must be removed from service. The current system of routine inspections consists of investing money to cover the damage inspection, along with removing a structure from operation for a period of time in order to ensure safety.

Research into NDE methods has advanced the technology over time. Modern techniques such as ultrasonic testing, X-rays, and magnetic particle infusion have been developed and implemented in the aerospace field, but these are used only for specific structures. Advanced systems can detect smaller damage with more accuracy than traditional inspection methods. However, the equipment used for these systems is large and cumbersome. In the case of ultrasonics, human error is still an element that is present when scanning. The objective of NDE methods is to improve damage-detection capabilities by increasing the detection abilities of each inspection. Alternatively, the time between inspections can affect the ability to detect damage. If more inspections are performed, then there is a higher probability of detecting any damage at all. However, this obviously increases the cost of operating the aerospace system.

Alternatives to ground inspections are currently being investigated. Researchers have developed methods of installing NDE systems in a structure for in-operation inspections. The goal here is a structural health monitoring (SHM) system, which would monitor for and detect damage, similar to routine ground inspections, while the aerospace structure is in service, not interfering with its operation. This could reduce the number of necessary ground inspections and thereby reduce maintenance costs while maintaining a suitable level of safety for the structure. The research for this dissertation focused on the development of an SHM system that could adapt to a variety of aerospace structures and materials.

The NDE method of choice for this research was a system of ultrasonic sensors that obtain information about the internal condition of a structure by sending signals through it in the form of strain waves. This NDE
method does not require metallic properties as do eddy current systems. Consequently, ultrasonic sensors are ideal for inspecting composite laminate structures. However, these signals are complicated by physical boundaries, which cause a strain wave to reflect and wave energy that will dissipate into the surrounding atmosphere, thus causing a reduced signal. Another important factor in ultrasonic sensors is wave dispersion. The travel speed of an ultrasonic strain wave will vary, based on the wave modes present. Similar to s-waves and p-waves in earthquakes, both symmetric and asymmetric wave modes are present—the higher a signal’s frequency, the larger the number of wave modes present. Each mode travels at a different speed through a material. If the distance from the source is large enough, then the effect will be detectable in the measured signals. Research has been conducted to analyze these received signals to determine the presence of damage as well as size and location of the damage site. Signal processing, such as wavelets, has also been investigated. The research reported on in this dissertation used artificial neural networks as a means to interpret the measured ultrasonic signals.

An artificial neural network is a form of artificial intelligence, which uses an analysis system that emulates the human brain by learning to map a set of inputs to a desired output set. This method allows for an approximate, but rapid, analysis of complex problems and systems. Once the ANN has “learned” how to function properly, it can be fault and noise tolerant, and can account for unknown variables and errors in the data and still achieve a desired output. An ANN system seems to be the appropriate candidate for analyzing the measured ultrasonic waves, due to the complexities of these waves traveling through a material and the presence of non-related additional noise and other unknown variables not related to any damage that might be present.

The objective of this dissertation’s research was to combine an ultrasonic sensor system with an ANN post-processing system to produce an adaptable SHM system capable of detecting damage within a composite laminate. In preliminary research undertaken in the initial stages of this project, a simple sensor system consisting of two piezoelectric disks bonded onto a composite laminate with a layup of \([0/\pm45/90]_S\) was constructed. One disk functioned as an actuator and introduced a controlled strain wave into the composite laminate. The second disk was a sensor that received the signal. Simulated damage was placed at various locations around the actuator-to-sensor path. A wafer, bonded to the surface of the laminate, disrupted the ultrasonic waves traveling through the material in a manner similar to that of actual damage. Before an artificial neural network was implemented, a statistical model was developed in an attempt to use the measured ultrasonic signals to locate the simulated damage. This method was judged to be too complex to use as a post-processing method. So the next series of experiments involved using an
actuator to release a strain wave to two sensors. Damage was simulated in a similar fashion as in the initial experiments. However, for these experiments, two different ANN architectures were tested, and both had promising results. The networks were found to be capable of learning the difference between large-size and small-size damage, and could predict its location. A third series of experiments expanded on the concepts of the previous results, with an actuator sending a strain wave out to three sensors. Large damage was detectable and differential, and a prediction of the location in polar coordinates was possible. These initial experiments proved that artificial neural networks are capable of post-processing signals of various actuator-to-sensor paths to determine damage size and location.

A final laboratory investigation of the effects of using simulated damage rather than actual physical damage on a test article was undertaken. The object here was to detect the initial stages of damage. With a simulated damage wafer, the initial position and size of damage could be controlled and varied. A comparison of ultrasonic signals of actual damage to those of simulated damage on the same test article confirmed that the simulated damage represented 150% of the actual damage size. Further testing revealed that the effects on ultrasonic waves traveling through the structure due to simulated damage on one side of a panel were identical to those for simulated damage on the opposite side of the panel. The bonded wafer was determined to be an adequate means to simulate the effects of damage at any depth through the thickness.

The research for this dissertation expanded on the ideas of these initial experiments. Since each piezoelectric disk can function as both an actuator and a sensor, pitch-catch scanning systems were considered. This research focused on a four-piezoelectric-disk system, each disk being able to send out a strain wave to be received by the remaining three disks. The process is not simultaneous; rather, one disk sends out a strain wave into the material, and the remaining three disks receive the signal. This process was repeated four times per scan as a strain wave was released by each piezoelectric disk. From this configuration, four actuator-to-sensor systems scanned approximately the same location. The four disks were equidistant from each other, forming a square scanning area. The results of the four systems were combined to form a larger sensor system and were found to be more accurate. Additional scans of varying frequencies were able to collect more information about a structure condition, which resulted in high accuracy in both damage detection and location. Collecting the results was done by a fuser network, which also consisted of an artificial neural network. The development of this four-sensor system, presented herein, can accurately detect and locate damage around a square-shaped area. The system demonstrated that it is capable of
detecting damage with a diameter of 3/8 in. or larger with a 95% confidence level. As well, the system can locate
damage to within 1 in. with a 95% confidence level.

This four-sensor system model can be used to create a multi-agent network of sensors. For example, six
sensors could be arranged to form two adjacent, square scanning areas by sharing two sensors between squares. Any
damage on the border between the two squares would be detectable by both squares. Another layer of fusing results
should lead to more accuracy. From this initial setup, the system could be expanded indefinitely to form a network
of sensors to monitor a larger structure, with sensors arranged in small squares. The resulting system would use
localized scanning to detect damage within each four-sensor square. Further research could include combining the
results of the system of four-sensor squares into a global damage detection system for the structure, identifying
critical damage sizes and widespread fatigue damage.

The research in this dissertation focused on damage detection and location of a complex material. The
developed system could be used for metal structures as well. Current aircraft have complex geometries, so the
system could be applied to current aircraft structures. The system is in the initial stages of development and could
potentially become an adaptable structural health monitoring system for any aerospace structure in the near future.
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<td>Number of broken fibers</td>
</tr>
<tr>
<td>(O_i)</td>
<td>Output from node (i) in artificial neural network</td>
</tr>
<tr>
<td>(P_f)</td>
<td>Probability of fiber failure</td>
</tr>
<tr>
<td>(P_n)</td>
<td>Load along (n^{th}) fiber</td>
</tr>
<tr>
<td>(p_n)</td>
<td>Normalized load along (n^{th}) fiber</td>
</tr>
<tr>
<td>(P^\infty)</td>
<td>Remote loading</td>
</tr>
<tr>
<td>(Q_i)</td>
<td>Number of groups of (i) fibers</td>
</tr>
<tr>
<td>(r_f)</td>
<td>Fiber radius</td>
</tr>
<tr>
<td>(r_m)</td>
<td>Matrix radius</td>
</tr>
<tr>
<td>(t_k)</td>
<td>Desired or target values for output dataset (k)</td>
</tr>
<tr>
<td>(U_n)</td>
<td>Displacement of (n^{th}) fiber</td>
</tr>
<tr>
<td>(u_n)</td>
<td>Normalized displacement of (n^{th}) fiber</td>
</tr>
<tr>
<td>(w_{ij}, v_{ij})</td>
<td>Weight for path from node (i) to node (j) in artificial neural network</td>
</tr>
<tr>
<td>(y_m)</td>
<td>Weighted sum of inputs for node in artificial neural network</td>
</tr>
<tr>
<td>(X_i, Y_i, Z_i)</td>
<td>Node (i) in row of input, hidden, or output layer, respectively, of artificial neural network</td>
</tr>
<tr>
<td>(z)</td>
<td>Axial direction along fiber</td>
</tr>
</tbody>
</table>

**Greek Symbols**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\delta_i)</td>
<td>Region length of additional stress due to (i) broken fibers</td>
</tr>
<tr>
<td>(\eta)</td>
<td>Shape function</td>
</tr>
<tr>
<td>(\rho)</td>
<td>Density of composite material</td>
</tr>
<tr>
<td>(\sigma)</td>
<td>Stress in material</td>
</tr>
</tbody>
</table>
σ  Normal stress in material

σ∞  Remote stress

σ₀  Reference stress in material

σᵢ  Stress in fiber

Θ, Φ, Ψ  Shape function

θ  Angle from fiber orientation in unidirectional composite

ζ  Normalized axial direction along fiber

ω  Wave frequency
CHAPTER 1
INTRODUCTION

Maintenance and detection of damage in structures have remained important interests in the aerospace industry throughout its existence. Before the invention of aircraft, humans utilized windmills by capturing energy from wind. All of these structures have been placed in service for operation with a designed lifetime. However, in actuality, many of these devices, through maintenance and repair, have remained in use far beyond this expected time. As advances in structural materials have been made, repair techniques have improved. The first flight in 1903 by the Wright brothers blossomed into the aerospace industry. Manufacturers of windmills adopted aerospace techniques to become more efficient. Throughout history, materials and structural shapes have improved from metallic structures to more advanced composite laminates. These advancements have improved the structural properties of components. However, even more advanced structures have reduced performance as the operational time increases. All structures accumulate damage with time, which can lead to failure. Preventative maintenance measures have been enforced throughout the aerospace industry. Using inspection methods, mandated by the Federal Aviation Administration (FAA) or other regulatory organizations, most damage within structures is found before any catastrophic problem occurs. For example, after a set number of flight hours, aircraft are grounded in order to scan them for damage. Wind turbines are removed from the power grid and operation to scan for damage in the structures. These procedures usually result in high costs and are time extensive.

Recently a major area of focus has been in the development of a structural health monitoring (SHM) system, whereby a network of sensors is mounted onto a structural component. These sensors can record data, and through signal analysis and post processing, damage can be detected in the structure. In aerospace structures, these mounted sensors can be operated while the structure is in service, resulting in fewer ground inspections. Of the modern techniques of damage-detection sensors, ultrasonics and fiber optics appear to be the most promising in the near future. The later of these is being experimented with to act as a more accurate strain gage. The focus of this dissertation is on the use of ultrasonic sensors for detecting damage in an SHM system. Their small size and high accuracy in detecting and locating damage is promising. However, ultrasonic signals become difficult to analyze for structures with complex geometric boundaries or material composition, such as fiber-reinforced matrix composites. Additionally, metallic aircraft contain many fasteners and intricate geometries throughout, although they are still built mainly with metallic materials. The research in this dissertation consists of a novel method of artificial
intelligence techniques for the signal processing phase of damage detection using ultrasonics. Current research utilizes wavelets and analytical techniques to signal processes. The novel method of utilizing artificial intelligence to post-process signals is predicted to be a faster method of damage detection. This SHM system could aid in improving aircraft, wind turbine, and other aerospace systems in early damage detection and assessment without compromising the abilities of the structure in operation.

1.1 Aircraft Maintenance

The safety of aircraft has been a high priority since their invention, due to the possible harm to humans from structural failure. During regular flight, aircraft experience environmental and force loading, which greatly stress its structure. Damage can occur from micro-cracks and voids inherent in all structures, as in the Aloha Airlines Flight 243 incident [1]; from poor design choices, such as the Swissair Flight 111 incident [2]; or even from human errors, such as impact events from dropped tools in manufacturing or inspection processes. One of the outcomes of the Aloha Airlines disaster has been to decrease the flight hours between inspections and increase the scrutiny of each inspection. The number of ground inspections has been increased because various components within the aircraft have differing inspection hours. Current methods involve grounding an aircraft and disassembling it to examine it for damage using visual scanning [3] or coin tap tests [4]. Advances in eddy currents as a nondestructive evaluation (NDE) process have allowed for metallic components to receive a more precise level of damage detection. However, for some areas, the finish must be removed to properly use eddy current detection. All of these methods still have a human factor in interpreting results for the presence of damage. If damage is detected, then the appropriate action for repair is performed. The maintenance schedule for aircraft is also designed to detect damage initiation. Here the goal is to detect any damage as early as possible before any catastrophic failure occurs. However, due to past aircraft crashes and reported repairs, the time interval between inspections, by necessity, has become more conservative and is designed to be short enough to detect damage before failure of the structure. Due to the size of aircraft and human error, detection is ideally at 0.1 in. but in practice is at around 0.5 in.. However, often no damage is detected during these inspections, where aircraft are removed from service for a considerable amount of time. The aircraft industry has been seeking methods to ensure flight safety while reducing the downtime between service flights. The goal of the current research was to develop a structural health monitoring system to scan for damage during aircraft operation and reduce or eliminate ground inspection methods.
1.2 Wind Turbine Maintenance

Wind turbines (WTs) have similar issues in terms of maintenance. They are expected to operate for as long as 20 years before failing [5]. Environmental and loading effects experienced by the structure can greatly shorten the lifetime of a WT. Although human safety is not as large a concern for wind farm operators, the power generated can be. Small damage within the structure could grow to failure of the entire system. As WTs increase in size for greater power generation, the costs of manufacturing as well as inspections increase. The reliability and maintenance procedures of these structures are gaining more and more importance [6].

The current maintenance routine for wind turbines has been copied from the aircraft maintenance model. A WT is inspected after a designed number of hours in operation. Here, the system is removed from the power grid and brought to a halt. Two inspection routines are followed for the WT blades, one through a rope system, whereby a person or machine scales each blade and scans for damage, and the other involving a crane that is customized to handle WT dimensions and lower the hub and blades of the turbine to the ground. Once grounded, the blades are scanned for damage. The scanning process involves using techniques ranging from visual inspection to C-scans. The time interval between inspections is a conservative estimate, similar to that of aircraft. Although this type of damage detection has generally been used as the general inspection method for in-service aerospace systems, there remain disadvantages. For example removing a WT from service reduces the power generated by the wind farm. Effects from the interactions among wind turbines in neighboring wind farms can result in a reduction of power generated by neighboring wind turbines as well [7]. The cost of dismantling WTs is much greater than aircraft. The equipment and procedure can be time and cost extensive as well. Some wind farms constantly have several wind turbines out of service and under inspection [8]. Risk of impact damage from tools used to dismantle and reassemble WT structures is an issue of damage initiation, similar to that in the aircraft industry. These disadvantages affect how and when maintenance inspections are performed. Like aircraft, wind turbines could benefit from a structural health monitoring system, possibly reducing the number of inspections and keeping more of these structures in operation.

1.3 Composite Materials

Researchers in the aerospace industry have sought materials that reduce weight while maintaining structural capability. Metals, specifically aluminum and titanium, have been the major material in past designs of aircraft. For wind turbines, wood has been the major material of choice. However, as research and improvements in materials develop, advanced composite materials have begun to be used more frequently in aerospace structures. Composite
laminate materials allow for a structural component with properties tailored to an application’s requirements. Complex-shaped structural components can be manufactured using this material as well. These materials have a high strength-to-weight ratio and long fatigue life, which make them an excellent choice for aerospace structures. However, compared to metals or other isotropic materials, their analysis increases in complexity. Composite laminates consist of at least two different materials to produce unique property effects. However, material interaction along with differing material properties can lead to various modes of failures [9, 10, 11]. Delamination, fiber breakage, and matrix cracking are the common forms of damage found in composite laminates. Two or more damage types can be initiated and grow simultaneously within the material at various locations. This results in complex damage formations, which become difficult to detect and locate. Current inspection methods, which, as mentioned earlier, use a form of human visual inspection that limits the size of damage detection, can be hindered. Furthermore, eddy current technologies cannot function properly on most composites laminates, since they do not contain metals. Composite laminates often have damage located below the surface of the material, which is also difficult to detect. Critical locations can be removed from a structure and scanned by means of phased array and through-transmission C-scans; however, this newer technique is capable of detecting damage the size of 0.5 in.. Damage could be present at critical sizes but not noticed by modern nondestructive evaluation. Similar to multiple-site damage in riveted lap joints, various tiny damaged areas could become unstable and link up too quickly, growing to catastrophic failure of an entire structure if they remain undetected. Composite laminate materials are slowly being integrated into the components of many aerospace structures. The ability to manufacture complex shapes with controlled material properties has made composite laminate material attractive. However, the stress and failure of these materials is complex, requiring extensive analysis in order to obtain information about the internal state. Thus, advanced methods of damage detection and location are required for these structures.

1.4 Structural Health Monitoring

A structural health monitoring system has been defined as a “system with the ability to detect and interpret adverse ‘changes’ in a structure in order to improve reliability and reduce life-cycle costs” [12]. Research has been undertaken in recent years to develop an integrated sensor system with structural components. The general SHM system concept consists of a network of sensors and an analysis package, which could scan for changes in a structure that is in service. Any changes in the structure would indicate the presence of damage. Any SHM system must not interfere with the structural behavior of the system. For aerospace systems, this would mean that the
structure would be able to withstand flight loads and not increase the weight or performance of the system. The result could allow for fewer ground inspections and better real-time damage analysis of structural components. Promising nondestructive evaluation methods for an SHM system include a variety of ultrasonic sensors as well as fiber optic cables with fiber Bragg gratings (FBGs) [13]. FBGs are sensitive enough to register dynamic strains in the ultrasonic frequency range, which would allow for fiber optics to act as passive ultrasonic sensors for some situations. The application of a large array of these types of sensors into an integrated vehicle SHM system would be costly, but as these sensors become more readily available, the cost should decline. Using known attributes of the specific type of NDE sensors, the optimum choice and location of sensors within the structural component have been investigated to obtain a fully integrated system of embedded sensors [14, 15, 16, 17, 18]. These instrumented structural components could resemble a human structure, with the network of sensors acting like a nervous system.

Many NDE techniques have been considered for an SHM system, but the method that became the focus of this dissertation centered on the instrumentation for ultrasonic testing. Ultrasonic sensors consist of piezoelectric ceramics, more commonly used today [16]. These sensors use atom alignment composition of lead-zirconate-titanate (PZT) and have demonstrated deformations on the micro-inch scale. The system functions with an actuator-to-sensor pair. The PZT actuator receives a voltage signal and translates this into a strain wave. The strain wave then travels through the material and is received by another PZT sensor. The receiving sensor will then translate the signal into a voltage signal again. Variations in a received signal result from the structural geometry and any occurring damages. The strain wave will also interact with any boundary conditions, which for composites would include the different inner-material boundaries. Furthermore, many aerospace structures have airfoil shapes, which can be complex in three-dimensional space. For aircraft or wing turbine blades, changing chords, twist angles, and airfoil shape across the span of the wing can result in complicated structures. Also, properties of the surrounding atmosphere of the structure affect the “leaking” of the wave from the structure. The wave itself has modes that travel at differing speeds based on frequency. The interactions between fibers and matrix cause all of these problems. Wave reflections, scattering, and “leaking” all occur at this region. The resulting received signal can become quite complex with considerable information. The complexities of composite laminates further alter a traveling strain wave, such as fiber volume fraction, ply direction, materials used, woven or unidirectional fibers, and other factors involved in designing a composite laminate. Thus, signal analysis of strain waves becomes difficult. Finite element and wavelet analysis is often the only method available for analytically solving any signal analysis [17, 18]. These
methods become complex and difficult to apply, can require considerable processing power, and are specific to the configuration and ply layup created for the model. The goal of this research was to produce an autonomous adaptable system for various ply layups, sensor network positioning, and materials used in the structure. The addition of artificial intelligence methods offers a different way to learn to detect a composite and strain wave signature and interpret alterations in the signal to detect if damage is present.

1.5 Artificial Neural Networks

An artificial neural network is a form of artificial intelligence that consists of an analysis system that emulates the human brain by learning to associate a set of inputs to a desired output set [19]. The method allows for an approximate, but rapid, analysis of complex problems and systems. Once the ANN has “learned” how to function properly, it can be fault and noise tolerant, and can account for unknown variables and errors in the data and still achieve a desired output. An ANN system seems to be an appropriate candidate for analyzing measured ultrasonic waves, due to the complexity of these waves traveling through a material and the presence of non-related additional noise and other unknown variables.

Similar to the human nervous system, an artificial neural network is a system of interconnected nodes, activated when sufficient incoming signals are received [19]. Each node has an activation level of 1 for active and 0 for not active, similar to switches in serial computers. However, an ANN differs in that the activation value can be a value between 0 and 1 to account for approximations, or “fuzzy logic.” If a node is activated, fully or partially, it sends a signal to the next set of nodes. Each interconnection with these nodes has a weighted value that modifies the effect of the signals traveling to the receiving node. The system is trained by example to optimize the weights of the nodal connections to “learn” the correct input-to-output operation. The connection pattern of nodes (ANN architecture) varies with the specific application. For this research, two different architectures—feed-forward networks and self-organizing maps (SOMs)—were examined in various applications within an SHM analysis to utilize the strength of the neural network.

The ANN training operation consists of introducing a training dataset of input-correct output pairs to “learn” an approximate relationship between a dataset of input-outputs pairs, similar to the process by which a human learns tasks such as hand-eye coordination. The training dataset covers the entire domain of inputs to outputs that the neural network would encounter in operation. Once the ANN has been taught an input-to-output map, it can be used to interpret input data that lie within the domain of the learning dataset to approximate the appropriate
outputs rapidly. This rapid solution is the advantage of an ANN over other online, time-consuming, analytical methods. Damage detection in an SHM system must be fast and accurate so that components with damage can be recognized well before failure of the damaged part occurs.

1.6 Purpose of Research

Often the structural health monitoring system has been linked to bodily systems that monitor the body for any changes. The nervous and immune systems have been studied and replicated in algorithms for various applications. Algorithms associated with the nervous system and brain “learning” functions can be applied to ultrasonic sensors, forming a monitoring device for an aerospace structure. Ultrasonic sensors have the ability to convert strain wave energies in a material or structure into an electrical signal. These strain waves can be generated as the result of internal crack growth or corrosion in the structure, or these waves can be introduced into the material through actuators. The monitoring of crack growth is a passive system. Previous research has shown that signals obtained by passive listening to structural components can identify if damage growth is present [21]. Complexities of composite structures can make this process difficult to fully assess the results of passive listening, due to the presence of other noise [22]. A received sensor signal can become increasingly complex, with multiple damage types and locations growing simultaneously. Although difficult to analyze for detailed results on the presence of damage, the passive SHM system can act as an early warning device. An active ultrasonic testing system could be utilized for a more detailed analysis of damage severity and location. Thus, an active ultrasonic system was examined in this research. Once damage is detected by a passive system, then an active ultrasonic system could be activated. This active system would then be coupled with the passive, ultrasonic SHM system to obtain more accurate assessment of damage size and location.

The main focus of this research was on the development of an active ultrasonic system for this scenario. A decentralized multi-agent system (MAS) for signal analysis was determined to be the best approach. The research here focused on the development of an ultrasonic sensor network for a small area with a generic shape. The system utilized artificial neural networks for signal processing. Once developed, the small network could be replicated across an entire structure. A system of communication between neighboring networks was also developed to increase accuracy. The resulting system was a network of sensors that operates on a localized scale and detects damage with a high accuracy of severity and location.
CHAPTER 2
BACKGROUND

Since aircraft maintenance remains an important issue, the methods for detecting damage are an important research interest. In this dissertation, a structural health monitoring system with ultrasonic signals and artificial intelligence analysis for aerospace structures was created. Many different fields of study must be combined to form such a system. Composite laminates must be investigated for stress-strain and fiber-matrix interactions. The fracture mechanics of composite laminates was also researched. The effects of a broken fiber or a cracked matrix can alter how a structure will distribute stress. The dynamic movements of energy strain waves through such a material must be researched as well. How the energy wave travels through a composite laminate and how the presence of damage affects the wave must be investigated. These strain waves will be detected by sensors. The gathered signals are post-processed by artificial intelligent methods, including multi-agent systems and artificial neural networks. Much research has been performed in these various fields of study. This section details past advances in each field and describes how these different fields could be combined into a SHM system for an aerospace structure.

2.1 Materials and Damage Tolerance

Structures can contain damage throughout all stages of their lives. Damage can begin with manufacturing errors and mistakes and then grow through a structure’s operational use. This can take the form of fatigue, corrosion, impact events, or other effects due to service conditions. If damage becomes extensive, then the strength of the structure can become compromised and failure could occur. Brittle fracture due to fatigue loading is a major concern in aerospace structures. Micro-damage or voids can grow with time through cyclic service loading. Critical damage within a structure can potentially lead to the catastrophic failure of an entire system. This has led to investigations into the nature of damage and damage growth.

2.1.1 Metallic Structures

Many methods for analyzing materials began with isotropic, homogeneous states. This has allowed for simplification of analytical modeling of the stress-strain or damage state of a material. As a result, many structures are built from metals, which have desirable material characteristics as well as isotropic properties.

The concept of flaws within a material can be dated as far back in history as Leonardo da Vinci (1450’s to 1500’s), who studied wire behavior [23]. Using different lengths of similar wire, he discovered that the tension required to break each wire segment varied. From this, he observed that longer lengths of wire required less tension.
for failure than shorter lengths. He concluded that the wire had random internal flaws; thus, the longer the wire, the more likely a significant flaw would be present.

Significant advancement of the knowledge of structural failure was not reported until the 1800’s, when the British Iron and Steel Company reported failures of structural components from brittle fracture at applied loads far below the determined failure loads [24]. During this time in history, structural failure was studied after the failure occurred. Very few predictions of any structure’s lifetime were made.

The next major contribution to the study of brittle fracture failure occurred in the 1920’s, when an engineer, A. Griffith, sought to develop a theory governing the failure of materials in structures. Through his experiments, he concluded that every material contains micro flaws. Since internal stresses within materials increase drastically in the vicinity of voids, any increase in stress around these cavities would increase the size of the voids and create cracks, even if the nominal stress within the material was far below the calculated critical stress. His theory related the elastic strain energy released by a crack as it extends in an elastic material to the energy required to create the additional surface area of the extended crack. The idea he presented later formed the basic inverse relation between the stress applied to a component and the square root of the crack length within the component [25].

In 1939, Westergaard further investigated the stresses at crack tips for elastic materials. From his research, the stress field surrounding the crack tip within an elastic body was found to be a function of the inverse of the square root of the distance from the crack tip. This helped validate the notion of stress around a crack tip being extremely large, compared to that of elastic material far removed from the crack tip. In 1948, Irwin and Orowan independently modified Griffith’s theory to account for the energy of plastic deformation. In 1956, Irwin developed an equation that combined the influence of the applied stress, crack size, and geometry of the structural component with a crack into a single parameter, called the stress intensity factor, $K$. This concept allowed for easier assessments of cracks in elastic structures and led to a critical value for the stress intensity factor for which crack extension would occur [25].

The focus of much of the research of brittle failures during the 1960’s and 1970’s concerned crack extension resulting from cyclic loading. Failure due to fatigue loading is important, since all machines experience some cyclic loading while in service. In 1960, a group of researchers, led by Paris, developed a relationship between the rate of crack growth and the number of stress cycles applied to the component. This theory along with fracture mechanics developments relating the strength of material to crack length made it possible to predict when a flawed
component subjected to cyclic loading would fail. Thus, one could estimate the remaining useful life of the structural component [25].

2.1.2 Composite Material Structures

Composite materials, although having in use for many years, have grown in popularity as a major building material for engineering structures. Early examples in history include the reinforcement of mud bricks with straw by the Israelites in ancient Egypt and the reinforcement of bows to increase strength by the Mongols. The popularity of composite materials grew in the 1930’s, when the Owens-Corning Fiberglass Company began advertising the material for more common use [26]. The ability to tailor material properties to desired values along with high strength-to-weight ratio has become ideal for the aerospace industry.

Structural components in aircraft, which have historically been metallic, are increasingly being replaced by composite materials. Many leading-edge flaps in aerospace structures are now made of Kevlar or fiberglass. These properties allow for impact events to be less harmful to this part of the aircraft. The elevators in fighter aircraft consist of uniform pieces of boron-fiber composite. This material is capable of handling the loads applied during supersonic flight. Many structures are being replaced with carbon-fiber and epoxy matrices. This combination offers the best performance for aerospace structures. The first all-composite aircraft, the Beechcraft Starship, had carbon-epoxy composites throughout its structure. The Boeing 787 contains approximately 23 tons of carbon fiber within its structure [27]. Because more research is being performed on composite materials, greater confidence in their performance applications is increasing in the aerospace industry.

Another common aerospace system is the wind turbine. WT blades consist primarily of composite structures in order to reduce weight [28]. They are typically made of woven or unidirectional E-glass fibers and a mixture of polyester and epoxy [28]. Recent trends in blade manufacturing have been to produce parts with epoxy due to better material properties and the use of prepreg layers for manufacturing processes. The advantages of carbon fiber are much greater than that of glass fiber. However, the main material of choice for wind turbine blades is glass, since it is much less expensive. As the cost of carbon fiber decreases, this material will be utilized more in WT structures.

Aerospace structures are an excellent field for composite laminates. Precise structural shapes with complex loading spectrums are abundant in aerospace systems. Composite laminates with woven or quasi-isotropic plies are used in such structures to reduce weight and the cost of manufacturing, and withstand the necessary loading.
However, the improvement in material properties also results in the complexity of any analysis or analytical modeling. Extensive research has recently been performed on the analysis of composite laminates, resulting in two different methods: one with analysis on a macro-scale, and the other with analysis on a micro-scale [9]. While some research investigates the internal structure and micro-voids in composite laminates, other research focuses on the overall performance of the material. Further studies have even begun on the fracture mechanics in composites. Most studies involve composites with reinforcement fibers, generally with a unidirectional orientation. Initial studies have consisted of investigating the ultimate strength of a composite material. A basic approach has involved looking at the fibers without a supporting matrix, using the principles of da Vinci’s discovery. If a fiber is long, then there is a higher probability of failure at a lower load, compared to a short fiber. This process has used probabilities to determine if a bundle of fibers could withstand a specified load. However, this idea does not include the supporting factors of a matrix. A broken fiber can still transfer load to a surrounding matrix. Then a single fiber in a matrix was modeled. The single fiber could transfer load through shearing forces if the fiber was to break at a point. This “shear lag model” led to the research performed by Hedgepath and Van Dyke in the 1960’s [29]. A single broken fiber would not only transfer load to the surrounding matrix but also nearby fibers. These nearby fibers could fail by additional stresses placed upon them by the additional loading, which could result in multiple fiber breakage. The researchers developed models to predict failure loads for unidirectional composites with a broken fiber present.

The shear lag model developed by Hedgepath and Van Dyke was expanded in the 1980’s by several researchers [30, 31, 32]. Batdorf modified previous models with a three-dimension system. This model included using the effects of different fiber-breaking cluster geometries to transfer loads to surrounding fibers. Batdorf’s objective was to use probability to determine the strength of a composite material [30, 31]. Another research group expanded the model to include short fibers. Their results include the effects of load transfer from both ends of a short fiber to surrounding continuous fibers [32]. These methods were investigated further and improved upon by later researchers. Research is currently being performed on cut-fiber and woven-fiber configurations. These composites contain many more intricacies in their analysis; however, the failure theory of these materials could be developed in time. Although current models were developed to determine the ultimate strength of a composite material, they could be expanded to look at the remaining life or performance condition of a damaged composite. If a fiber, or even multiple fibers, is known to be broken in a composite material, then these models could be applied to
determine new critical loadings. The remaining life of a composite could be determined, using a nondestructive evaluation method to identify and locate damage within a composite and predict failure probability.

2.2 Nondestructive Evaluation

Scanning for damage of structural systems is commonplace. This most basic form of detecting damage would be to disassemble a structure component to view and access all boundary surfaces of the component. A more efficient way to detect damage without disassembly is preferred. As a result, research has been performed to discover techniques to detect small cracks and damage in a material before the part fails. Current studies are seeking a system to conduct damage detection while the structural component remains in service. A wide variety of nondestructive techniques have been developed in order to create an optimum system for structural health monitoring. This section contains descriptions of some of the common nondestructive evaluation methods, including those being researched and those that are being practiced in routine maintenance.

2.2.1 Early Ultrasonic and Nondestructive Evaluation Methods

The earliest known technology for NDE was through visual inspection. Humans have been able to literally look at structural elements to determine if any problems are visible on the surface. For scheduled maintenance of an aircraft, some structural components are inspected visually by technicians. If a surface crack is visible, then the part must be repaired or replaced.

Another simple method of inspection is that of audio inspection, sometimes referred to as the “coin tap” test [4]. By tapping sharply on a structure, a trained person can detect changes in frequency from one region to another. If damage has occurred in a component, then some of the natural frequencies of the response to the tapping would have changed. If damage is significant, then the difference in the audible response would be distinguishable by a technician’s ears. Although crude, this method is still used today to find general faults in some structural systems, because of its ease and quickness. Some research on changes in frequency, or impedance monitoring, has been conducted in order to improve this method [17, 33]. Results from this technique are simplistic, limiting detection to large-scale damage. As a result, other technologies have been sought to better detect smaller forms of damage before failure occurs.

As shown in Figure 2.1, a system of strain gages and accelerometers has allowed for the measurement of many properties; however, damage determination has remained difficult to obtain with such a system. Some researchers have investigated a procedure for detecting damage in the vicinity of strain gages through a measure of
material property changes. That is, as a crack extends, the stiffness in the surrounding area of the structure changes [34]. This change is then detected with strain gage measurements, which discover those cracks. However, similar to visual inspection and coin tap testing, damage must be quite large to be detectable.

![Figure 2.1 Strain gage rosette using array of three strain gages.](image)

Strain gages have significant deficiencies that reduce their applicability for health monitoring applications. Apart from detecting only strain or a change of strain in local areas, they are temperature sensitive and susceptible to sensor drift and electromagnetic interference, thus requiring frequent calibration. An SHM system should be able to function without calibration for an extended period of time in order to reduce ground time and cost. Consequently, even though strain gages are inexpensive, they are not projected to be the key sensor for an SHM system.

A more promising method of nondestructive evaluation is in the field of fiber optics. The transfer of light through a glass tube was proven in the 1840’s, but optical fiber was not developed until the 1950’s. In 1978, Hill demonstrated the first fiber Bragg grating within an optic fiber [35]. With this development, optical fibers have been used to measure fiber elongation and thus strain within the structure to which it is bonded.

Fiber optic techniques center on the ability to measure a light wave pattern traveling through each optical fiber. Any deformation in the fiber will result in a change in wave shape of the light traveling through the fiber, which can be analyzed by a signal conditioner using an FBG pattern etched within the optical fiber. A Bragg wave is generated by a light source and travels through the optical wire. As it moves to the region containing the FBG, a small portion of the wave is reflected back. The wavelength of the reflection is altered by the elongation, or strain, applied to the FBG region of the fiber. Therefore, it can be used to measure longitudinal strain. This process is illustrated in Figure 2.2.
Because only light waves are transmitted through the fiber, electromagnetic interference is avoided and little to no sensor drift occurs. This system can also be used in a manner similar to strain gages, in that an array of fibers and FBGs can be arranged to form a rosette pattern, similar to that shown previously in Figure 2.1, in order to obtain longitudinal strain in three directions at a single point. The fiber optic system has a high data-acquisition or sampling rate, so it could be coupled with an ultrasonic system. This arrangement could produce a lightweight SHM system composed of optical fibers and an array of ultrasonic actuators/sensors.

However, the fiber optic system does have some deficiencies. Optical fibers operate in detecting oscillating strains on the lower end of the ultrasonic frequency range, which leads to them being poor acoustic emission sensors with lower quality data when compared to other forms of ultrasonic sensors. The price of the fiber optic system is high relative to strain gage systems, but this price could decrease with increasing use in civil and aerospace structures. Research is ongoing to increase the abilities of fiber optics and FBGs [36, 37, 38]. This work includes fiber optic cable within composite laminates. Although some strength is compromised from embedded fibers, the structure would not compromise any surface boundary conditions [39].

In conclusion, fiber optics provides an alternative to strain gages and possibly has the ability to be used with an ultrasonic system, despite the currently relative high price. This method has been researched and used in practice for hot-spot locations. The focus of this dissertation research was on ultrasonic testing techniques, which are described in the following section.
2.2.2 Piezoelectric Materials

Many other nondestructive methods involve the analysis of strains in a material. Since these strains are small, an accurate sensor must be used. Strain gages are not expensive to make, but their measurements have low accuracy. Thus, other forms of sensors are in development. Current research has investigated active and passive ultrasonic techniques with the use of a piezoelectric material sensor. When such a sensor is created, it is cured so that the grain alignment within the material is unidirectional, resulting in a unique trait. Piezoelectric materials produce a voltage when deformed, or they inversely deform when subjected to an applied voltage. The first demonstration of this piezoelectric effect in a material was in 1880 by Pierre Curie and Jacques Curie. Woldemar Voigt published a book in 1910 on crystal physics [40], detailing 20 crystal classes of piezoelectricity and determining constants and comparable traits of these materials, which are common in today’s microphones and speakers. In the 1950’s, a ceramic crystal of lead-zirconate-titanate was discovered. This PZT crystal became the primary material for acoustic emission and ultrasonic sensors, since it is sensitive enough to produce a change in voltage as a result of its deformation when subjected to a strain wave of the level associated with crack extensions [41, 42]. However, as a result of the crystal’s sensitivity, it also detects the superfluous noise present in all dynamic structures. Much of this noise can be reduced with the aid of signal filters; however, some noise will be present in the signal and produce an error in the final measured strain waves.

2.2.3 Passive Acoustic Emission

The concept of passive acoustic emission (AE) testing has existed for many years and recently has been extended to include an even larger range of materials. It is known that severe cracking of structures produces an audible sound that can be heard by the human ear. Early man listened to pottery cooling for sounds that would denote structural damage. As early as 3,700 BC, tin smelters in Asia termed the phrase “tin cry,” which described noises produced by deforming tin. As early as the eighth century, books documented the changes in sounds that different materials produce as a result of deformation. By the 1800’s, acoustic emissions from tin, iron, and other materials, audible to human ears, were described in books. Czochralski, and later improved upon by Anderson, correlated the audible sounds and the materials that produced them. Tensile tests of metals during the mid-1900’s were published by Kaiser, who is credited as the principal source of modern day AE techniques [43].

Current acoustic emission testing methods make use of a variety of ultrasonic sensors to detect emissions of energy that are too small to be audible. These sensors allow for the detection of minute increments of crack
extension on the order of 0.01 in. within metals. Therefore, it is possible for a system to detect crack initiation well before the failure of structural components. However, this system is extremely sensitive. The passive system does gather vast amounts of information for damage detection. It can become complicated in composite structures, due to the nature of damage in this type of material. Previous work has shown the degree of difficulty in interpreting the results for an AE system [44]. Thus, for the research in this dissertation, an active ultrasonic system was investigated.

### 2.2.4 Active Ultrasonic Testing

During World War I, a pulse transit-time method was devised for ships [16]. This idea came about as a way to detect icebergs at a distance that was sufficient for routine avoidance. The technique was soon adopted on surface ships and submarines for detecting other ships in the vicinity, thus forming a simple radar/sonar system. This system was an early form of a pulse-echo system, where pulse waves were sent out through the water, and waves were reflected off of any obstructions in the water and returned to the transmitted ship. However, this concept of pulse-echo waves was not adapted to a nondestructive evaluation method until 1940 by Firestone, who recognized its importance in the field, and shortly after in 1942 by Sokolov [16]. Both researchers used previous discoveries of the effects of sound waves in materials to create a pulse-echo system to send out sound waves into materials and then analyze any returning response waves. The differences between response waves in the material and those within an undamaged structure would indicate any internal cracks or voids. Thus, the beginnings of nondestructive, ultrasonic testing were formed [16].

Discoveries in seismic exploration led to knowledge in the nondestructive evaluation field. These waves could also be used to study effects in the Earth. During the 1950’s, researchers developed models for waves traveling through plane-layered media. These models predicted wave speed through materials and consisted of long wavelengths traveling through layered anisotropic media. It was not until much later that frequency dependence became important, as the wavelength size became comparable to layer thickness because of thinner layers. During the 1960’s and 1970’s, various studies were conducted in developing the theory of waves in periodically laminated media. These included stiffness effects on the wave and focused on determining wave speed throughout the material. The studied frequency became shorter and shorter, and the effects of frequency on the wave speed were studied as well. The dispersion of wave modes in isotropic materials was modeled. The interaction with surface boundaries led to modeling in layered media. Studies of fiber-reinforced composites in the 1980’s focused on the interaction...
between fiber and matrix, along with wave travel in cylinders and plates with shells. Research on a combination of layered fiber-reinforced laminates was studied by researchers in the 2000’s. The study of wave travel in composite laminates is a recent idea, and much study is still ongoing in order to fully model wave travel speeds in all media [17, 45].

Due to the limitations of sound-producing materials available in the past, low frequencies have been used. As advancements in ceramics and piezoelectric materials have occurred, today’s actuators and sensors that are used to pulse and receive strain waves in materials are able to produce frequency sound wave pulses in the ultrasonic frequency range of 20 kHz and higher. A known energy wave is sent through a material and received by a sensor. The energy wave is affected by boundary geometries and any damage present. A received signal contains considerable information, and the process of analyzing a signal wave to extract this information has become a critical research effort.

2.3 Signal Processing and Artificial Intelligence Analysis

Many natural phenomena can be modeled mathematically to predict resultant actions if the phenomena should occur again. The solution of many problems lies in the form of differential equations, which often require assumptions and specific methods to solve. An example would be a bar pivoting about one of its ends. The position of the bar can be defined in terms of the angle of the bar relative to a horizontal line as well as the angular velocity. If the problem is expanded to the human arm, then the mechanism contains multiple members and joints. All of the individual members have multiple degrees-of-freedom in three-dimensional space, thus adding complexity. Although a solvable problem, the task of predicting and controlling the movement would require many time-intensive calculations. But for humans, the tasks of walking or picking up objects with arm and finger movements are quickly performed within the brain, with accuracy and precision. Thus, researchers have searched for a mathematical procedure to replicate the thought process of the brain and implement it to solve difficult problems with no defined analytical solutions.

Debates on what defines intelligence have even ensued [20]. Early conception has focused on the computation of complex problems, resulting in the popularity of the serial computer. These systems have worked well in quickly and accurately determining an answer with given input. However, they could not perform the same action if a problem statement was presented to them in words. Furthermore, these computers would not be capable of reading words off a page. Current methods in artificial intelligence are seeking ways to achieve these goals. A
structural health monitoring system could benefit from these new developments in artificial intelligence roles, since it is a complex problem itself.

2.3.1 Artificial Neural Networks

Artificial neural networks, or similar concepts with different names, have been studied in various fields. For example, most artificial intelligence learning procedures fall under the category of ANNs, since the principles of the learning system are the same.

The concept of an artificial neural network was introduced in the 1940’s by McCulloch and Pitts. Through specific network architectures, they created simple two-neuron systems, which could solve basic logic problems, such as AND and OR gates. Hebb suggested the first rules for a learning algorithm for a simple network in 1949. Using these laws, simple networks could “learn” how to solve basic logic problems by being trained with examples. In 1962, Rosenblatt created simple one-layer networks, called perceptrons. In addition, Rosenblatt developed a learning scheme more powerful than Hebb’s learning laws, which led to the creation of better networks. The limitations of these networks were merely the range of problems they could solve. Only lower-order problems could be solved with this style of network. It was not until much later that higher-order problems could be solved by ANNs [19].

In the late 1950’s, Von Neumann developed the serial computer, which involved basic sequential-lined coding and computations. Since the serial computer performed much better than ANNs in solving problems, the main focus of research shifted to this type of computer in the 1970’s. As a result, current computers and most programming software languages follow this process, initialized by Von Neumann, and research on neural networks has been greatly diminished [19].

It was not until the 1980’s that neural networks became a popular focus of research again. In 1986, Rumelhart et al. developed a procedure to train neural networks with multiple layers of neurons, or nodes. The result was a procedure to solve higher-order problems, which were impossible for simple perceptrons. Since ANNs are massively parallel processors, they have the quickness to solve very complex problems, compared to the serial computer. Around this same time, Kohonen developed a novel form of network architecture, known as a self-organizing map, which categorized datasets into different groups and placed them onto a two-dimensional topological map. Networks based on this architecture can group objects without any prior knowledge of the category sets and often discover dataset patterns that the human mind would not have detected [19].
This resurgence of artificial neural networks continues. Recent and classical problems are being researched with neural networks to examine their learning ability to solve complex problems. While ANNs may not have a use in all applications, the field of signal processing and pattern recognition for structural health monitoring certainly appears to be a good match with neural networks.

2.3.2 Artificial Immune Systems

Alternative methods have used algorithms in the modeling of the immune system. These systems operate on the basis of continuously scanning for anomalies in the sensing range. This is similar to how the immune system detects a virus in the body [46]. Once a disturbance has been detected by the system, the results are compared to a database of known anomalies. Some fuzzy logic is applied in order to match the current problem with past problems. Once identified, appropriate actions are taken. The problem of damage detection is similar to the initial stages of an immune system. The system continuously scans for damage. Once something is identified as abnormal, then the resulting signal changes could be matched to a database of known damage signals. Problems with this include requiring a database of damage positions and signals. Laminates are highly customizable for each application. Furthermore, composites allow for complex shapes and curves for aerodynamic and aesthetic choices. A database may be difficult to form due to the infinite possibilities. The idea of an artificial immune system is mentioned in this dissertation. However, artificial intelligence methods have shown more promise in identifying and locating damage within a composite aerospace structure.

2.3.3 Multi-Agent Systems

Multi-agent systems are a sub-topic of distributed artificial intelligence (DAI). This new concept was developed in the 1980’s and gained interest in the 1990’s. Many studies have been conducted to model human behavior and intelligence. Artificial neural networks are models of an individual brain. The idea of shared information between multiple minds has gained interest in another layer of intelligence. An example of DAI is the swarming of animals, or swarm intelligence. A fish in the ocean can have a random swimming behavior; however, a school of fish will act as a unit and respond appropriately to any threats encountered [20]. That is, each individual fish has intelligence of its own, but the school of fish also behaves intelligently. Early interest in this area began in the 1980’s with distributed decision-making systems. Each individual system was termed an agent, capable of independent intelligent decisions. However, each system could also share information with each other, in order to
make more-informed decisions. The goal here was to have each agent work independently, while maintaining the overall objective of the system [47, 48].

This concept was not explored much further until the 1990’s, when several researchers began to develop DAI systems. Demazeau et al. studied the ideas of each agent as a knowledge-based system [49, 50]. Each individual agent was capable of making a decision, based on previous, learned knowledge, similar to artificial neural network methods. Chaudron et al. developed the concept of each agent being organized in a group system as well as being an expert at least at the local level [51]. Each agent has the ability to perceive information and make an informed decision on an action to perform. The work of Bond and Gasser focused on the coordination of these agents with each other, including methods of relaying information between agents and performing actions in a decentralized manner. No system would be required to control the individual agents, but instead they would be motivated to act for both individual and group goals. Together all of this work formed the modern form of multi-agent systems. DAI systems have the potential for scanning for damage within systems. Signals and predictions of neighboring sensor networks could discuss predictions to increase the accuracy of a final prediction. This concept is new, and techniques are still being discovered to apply such a method to systems. However, there is potential in applying the method to a structural health monitoring system [20, 47, 48, 52].

2.4 Structural Health Monitoring

Various methods of nondestructive evaluation are being researched and used in practice. Some NDE systems have used current technology to form a basic structural health monitoring system, while others are under development and utilize artificial intelligence signal processing techniques. Research in the field of structural maintenance has addressed the potential for in-service structural health monitoring in recent years. Studies have continued to improve all methods of monitoring for damage within all forms of structures, although the main focus has been in aerospace, biological, and civil engineering projects.

For aircraft systems, these studies have ranged from improving the methods of current ground maintenance schedules to scanning for in-flight damage. The Boeing Company has investigated a method of utilizing strain gage readings along with other sensors currently installed on aircraft. They have built a database of measurements taken during flight, which are then used as a statistical baseline for analysis of aircraft during flight. The system, called the Airplane Health Management (AHM) service, takes measurements from sensors on aircraft during flight, compares readings to the database of similar aircraft models, attempts to determine if a structural problem exists, and then
identifies the location of the problem. Previous problem areas and instrument measurements have been incorporated into the AHM system to analyze the aircraft in-flight. This method of statistical analysis has shown promise and could also be applied to technologies other than structural health monitoring [53].

Further research has examined the possibility of embedding an entire sensor system as part of the structure itself. Studies of embedding optical fibers [39] or piezoelectric actuator/sensors [54] into composite panels have been conducted, since these sensors are able to withstand the curing process and remain functional during and after the manufacturing process of the structural component. As a result, the structure would operate normally but with internal sensors constantly scanning for damage. Another research focus has been on creating a quick processing health monitoring system. Kirikera et al. have developed a structural neural system, which utilizes acoustic emissions and a specialized data collection process to determine damage location in a flat structure [55].

Similar research has involved the investigation of the potential of artificial neural networks as a means to post process complicated ultrasonic signals. Strain waves from a point source were detected by a series of piezoelectric strips. The signals from these strips were used in a feed-forward ANN to determine location. The system was proven to locate point sources within the area of interest on the structure. This research demonstrated that there is a possible use of ANNs coupled with NDE techniques to identify damage within the structure [56]. Another example is the research work performed by Crupi et al., where an artificial neural network was trained to know normal operating conditions. Any deviation from this would be from the result of damage. The outlier in the data would be a signal that damage was present within the system, and further investigation would be required [57].

Artificial neural networks have also been employed for detection in buildings. By analyzing the natural frequencies of a building’s frame, an ANN learned to estimate damage severity on a scale from 0 to 1. The network was proven to predict the presence with low error [58]. Previous research studies have demonstrated that ANNs are applicable in the field of nondestructive testing.

The research in this dissertation had a goal of combining the knowledge of composite materials, using Batdorf’s discoveries in fracture mechanics [30, 31], active ultrasonics using the studies of wave theory by Rose [17] and Datta and Shah [45], and artificial neural networks with advances made by Rumelhart et al. [19]. This research contains the initial stages of the development of a structural health monitoring system, capable of monitoring an aerospace structure in near real-time, taking advantage of the abilities of each of these individual elements. In this research, a composite laminate had simulated damage introduced. Through an active ultrasonic
sensor system and artificial intelligence as post-processing, an SHM system can be formed. The system developed here shows that artificial neural networks have promising possibilities in the field of nondestructive evaluation by allowing quick analysis of results, gathered by an NDE system. Using fracture mechanics procedures, a quick assessment of the remaining life of a structure could be obtained. This research also shows that combining various fields of study can provide the necessary tools for a functional SHM system. For further details on previous research and topics, see Appendix A for additional references.
CHAPTER 3
ANALYTICAL METHODS

The research in this dissertation utilizes different areas of study to develop a structural health monitoring system. This chapter discusses the analytical methods used in this research: (1) fracture mechanics of composites, (2) ultrasonic wave theory, and (3) signal processing with artificial intelligence methods.

Composite laminates have the capability of being tailor made to each structural application. Any change in a structure’s geometry will affect how ultrasonic waves travel through it. Any complex ultrasonic signal, obtained from sensors, could then be used in an artificial neural network to determine the difference between a damaged and non-damaged state. In this way, a structural health monitoring system is formed. This chapter details the various stages in the SHM development, from composite laminate fracture mechanics to artificial neural networks.

3.1 Fracture Mechanics of Composite Laminates

Historically, aerospace structures have consisted of metals. Their material properties have been suitable for many applications, and their isotropic nature has allowed for easy analysis of these materials. Specifically, aluminum and titanium alloys are used throughout aerospace structures. Recently more attention has been given to composite laminates as a substitute for metallic components. Their high strength-to-weight ratio and easy tailoring of directional material properties has resulted in composites replacing metals in wind turbines, aircraft, and other aerospace systems, resulting in lighter systems without compromising structural strength. However, a side effect of using composites is the complex analysis of the structure at the microscopic level. Elastic analysis methods for isotropic materials and applications of composite laminates are detailed in this section. Analytical modeling of basic fracture mechanics of composites, including a description of fiber breakage, matrix cracking, and other damage modes, is also developed.

The main focus of studying fiber-reinforced composites is their ultimate strength. Usually, fibers are composed of brittle materials, which typically break before yielding. The fibers within a composite support most of the load. If a fiber breaks, the surrounding matrix must transfer the load to other fibers in the area. Thus, an increase in stress occurs near the area of the broken fiber. If loading becomes too great, then neighboring fibers may not be able to support the increased load and break as well. If a load to a composite is too great, then the fibers within the composite will break in grouped areas. These areas can connect to form greater damage areas and lead to a failure of the entire material. The connection of damage areas due to increased stress concentration is similar to that of
multiple-site damage in riveted joints. Cracks that form between rivet holes can rapidly link up through unstable crack growth and cause failure of the joint.

Consider a group of several single-strand fibers, each having a different length, and a similar tensile stress is applied. All fibers obey the same material property rules, but as the fiber length increases, the probability of micro-flaws also increases. Thus, the longer a fiber, the less stress a fiber can withstand before breaking. Similarly, the higher the applied stress, the greater the chance that ultimate stress is obtained and the greater the probability of breaking. Researchers have developed an equation, based on a Weibull model, to determine the probability of fiber failure, \( P_f \), as a function of fiber length, \( L \), and strength, \( \sigma \):

\[
P_f(L, \sigma) = 1 - \exp\left(-\frac{L}{L_0 (\sigma / \sigma_0)^m}\right)
\]  \( \text{(3.1)} \)

For the equation, a shape function parameter, \( m \), is used, along with a reference length, \( L_0 \), and corresponding strength, \( \sigma_0 \). These reference parameters are obtained by experimental testing of fibers of similar material and diameter, but with varying lengths and stresses. The reference parameters then become a mix of geometry and material properties.

Several methods are used to model fibers in a matrix. For fracture mechanics, these include a shear lag model and the Batdorf tensile strength model, both researched previously and entail examining uniform directional fibers in a matrix. These are two- and three-dimensional models but maintain a uniform direction of fibers. If a nondestructive evaluation technique was capable of determining damage size, then the estimated number of fibers broken could be determined. From this, an estimation of the composite structure’s strength could also be determined, and a modified form of equation (3.1) could be used to determine the probability failure for the damaged structure. Thus, a damage tolerance probability assessment could be conducted, based on any detected damage.

### 3.2 Ultrasonic Wave Theory

Ultrasonic wave theory applies methods derived from sonar to solid materials. Wave theory can be used to examine dynamic properties of an energy wave pulse traveling through a solid material from a known point of origin. The general form of the one-dimensional equation of a wave motion takes the following form:

\[
\frac{\partial^2 p}{\partial x^2} - \frac{1}{c^2} \frac{\partial^2 p}{\partial t^2} = 0
\]  \( \text{(3.2)} \)

where \( p \) is deformation or disturbance, \( x \) is the position in a one-dimensional field, \( t \) is time, and \( c \) is the wave speed.
The disturbance for solid mechanics would relate to deformation of a material. The general solution to equation (3.3) is D’Lambert’s wave solution:

\[ p(x,t) = f(x-ct) + g(x+ct) \]  

(3.3)

where \( f \) and \( g \) are general functions.

D’Lambert’s wave solution has been proven to be the sum of functions \( f \) and \( g \), which are both functions of position, \( x \), and time, \( t \), along with the speed of the wave, \( c \). In this solution, it is assumed that none of the wave is transferred to the surrounding area, and the material is assumed to be homogenous and linearly elastic. These disturbances can be the model of strain waves in a material. Strain waves are either shear or compressive. Shear waves travel on the boundary surface of structural components, causing strains and thus stresses on the surface of the material. Compressive waves travel within a structural component. For thick structures, both waveforms are present, with compressive waves (Rayleigh waves) receiving greater attention in the structure. However, for thin-walled structures, shear waves (Lamb waves) dominate, due to the small thickness. These waves can travel greater distances in an object, using both surfaces of the material, which are relatively close to one another in thin structures. Thin-walled structures are the dominant configuration for most aerospace structures in order to conserve weight, so these were the focus of this research [18].

Since these waves frequencies are in the ultrasonic range, other complexities make wave analysis difficult. Any smooth continuous wave, such as a strain wave, can be broken down into components of shear and compressive waveforms, called phase modes. This is similar to the Fourier transform of waves. These phase modes consist of symmetric and asymmetric waves, which represent the compressive and shear waves, respectively, and are usually denoted as \( s_i \) for the symmetric mode \( i \), and \( a_i \) for the asymmetric mode \( i \). These are called symmetric and asymmetric phase modes, due to the general shape produced by the wave in a material. An example of some of the first few wave modes are illustrated in Figure 3.1. Each of these phase modes travels at a different velocity within a material. Plots, called dispersion curves, can be created for specific materials to map the speed of the phase modes as a function of their frequency and thickness (Figure 3.2) [18]. However, due to their complexity, only numerical methods can be used to obtain these plots. No analytical solution currently exists [18].
Figure 3.1 First- and second-phase mode shapes for strain waves in a structure.

Figure 3.2 Example of dispersion curves for complex strain wave.
For general practice, a low-frequency range is used for scanning, since only one asymmetric and one symmetric wave are expected to be present. The experimentation presented in this dissertation consisted of using frequencies of 50 kHz, 100 kHz, 150 kHz, and 200 kHz, which fall in this range. These dispersion curves are material and structure specific.

Composite materials with unidirectional fibers can be modeled as anisotropic material. For composites with multiple plies, some deflection can travel between plies. By applying stress equilibrium and strain equalities, a method of deriving a wave equation in composite laminates can be obtained. The work of Reismann and Pawlik [59] contains information about where dispersion curves can be determined for composite materials.

The foundation of the ultrasonic wave theory is based on an infinite plate with no boundaries. Analyses of these waves produce multiple strain wave modes with different frequencies. These wave modes travel with different speeds, which can be determined using analytical methods. Using analytical methods, time of flight of the wave from its source to a sensor can be calculated.

All real plates have boundaries that will reflect a strain wave, causing a super-position of a virgin wave and reflected wave at a receiving sensor. Thus, the sensors of the experimental tests in this dissertation were placed at a significant distance from all boundaries, to decrease any influence on the received signals. Damage of the plate will cause an effect similar to that of an edge boundary. Due to the uncertainty of the boundary shape of the damage areas, a wave interacting with the boundary of a damage area can be scattered in all directions, decreasing the overall energy of the wave received by the sensor. Ultrasonic waves traveling through a solid material will disperse over a distance. The different wave modes travel at various speeds along with dispersing energy into the surrounding environment. Furthermore, the manufacturing process can produce voids and flaws in the finished composite structure. These additional factors are assumed to be negligible in any modeling of ultrasonic waves in materials. A realistic model of a strain wave traveling in a composite laminate becomes much more complicated to analyze. Therefore, for actual experimentation, another method of signal processing of strain waves was investigated.

### 3.3 Artificial Neural Networks

Artificial neural networks are numerical methods for learning solutions to complicated problems in a manner that emulates human brain functions. Due to the complexities of strain waves and the behavior of damage in composites, it was fitting that the measured strain wave data of the ultrasonic sensor system be analyzed using ANNs.
Created around the same time as serial computers, artificial neural networks are composed of hardware and algorithms to mimic the ability of an organic brain to analyze a set of inputs to obtain a desired output set. The human thought process was emulated mathematically using a network of connected nodes with adjustable weighted values on the connecting paths. Similar to a human brain, this network can be “taught” the relationship of inputs to outputs using example datasets. After a sufficient number of example datasets are presented, the neural network can be used to determine the output from a new input dataset that lies within the domain of the examples from training [19]. Artificial neural networks are also able to cope with “noisy” data. Many uncontrollable variables exist in most practical engineering problems. For composite laminates, many flaws and micro-voids could be produced as early as during manufacturing, and they could all grow simultaneously. This is a time- and processor-consuming endeavor for many other analytical procedures.

The algorithms for ANNs rely on massive parallel processing of simple mathematics to solve problems. This ability to analyze complex problems with reduced computation power and time is a particularly useful property for applying it to a structural health monitoring system where the need exists for quick assessment of strain wave signals generated by ultrasonic sensor systems. This could lead to an accurate, real-time assessment of damage to structural components while in service. In this dissertation, artificial neural networks were the method of choice to analyze the measured strain wave data of an active ultrasonic system to determine the location and severity of damage.

3.3.1 Neuron to Node

The basic principles and rules of an artificial neural network are based on the operations of an organic brain [19]. The nervous system of a human contains cells, called neurons. These biological neurons pass information in the form of electrical signals from one neuron to another. The electrical signals transmitted between cells are the information of thought, or intelligence. As illustrated in Figure 3.3, an electrical signal is received by a neuron through the dendrites, the red sections of the cell in this figure. A small gap, or synapse gap, between the connected neurons modifies the electrical flow. The received energy is then stored in the main body of the cell, or soma (purple section of the cell in this figure). After enough energy has been stored within the soma, it is released through the axon (green section of the cell in this figure) to be sent to another neuron. The connection patterns of the cells and the traits of the synapse gap are the key to intelligence. The configuration of connections between cells can change, depending on the nature of the information and the destination. Within a true neural network, many neurons may be
actively sending or receiving information simultaneously, resulting in vast parallel processing in the system. This provides quicker calculations, resulting in close to real-time evaluations of time-dependent input and selection of appropriate reactions to the input data.

![Figure 3.3 Biological neuron cell with three attached neurons (adapted from Fausett [19]).](image)

The basic concept of a biological neuron cell can be translated into a mathematical model, as shown in Figure 3.4. Here the cell can be reduced to a simple circle, a node, with weighted inputs and a single output transmitted to the next node of the network. Inputs consist of numerical values from other nodes and are multiplicatively weighted in a manner similar to the synaptic gap. All inputs are summed within the node, and an activation function is implemented, similar to the process that occurs in the soma. The output is transmitted to the next connected node and is weighted before being received by the next node.

![Figure 3.4 Single node for neural network model with similar coloring to Figure 3.3.](image)
The conceptual model of the simple node can be translated into a mathematical form, using the notation in Figure 3.5. The added weights are indicated by $w_{ij}$, where the subscript represents the path from node $i$ to node $j$. The inputs to the node, labeled as $X_1 \ldots X_m$, are values from a previous layer. These values are then multiplied by a weight and summed together in node $Y_j$ (see equation (3.4)). The output of node $Y_j$ is then the result of an activation function applied to the weighted sum, as shown in equation (3.5). This function is the activation function, since it “activates” the node to produce an output value.

\[
Y_j = w_{1j}X_1 + \ldots + w_{mj}X_m
\]

Output Layer

\[
y_i = \sum_{j=1}^{m} w_{ij}X_i
\]

Activation Function

\[
O_i = f(y_i)
\]

The network itself works best in a binary or bipolar setting, consisting of the inputs and outputs of all nodes operating in a similar manner as serial computers from 0 to 1 domain for binary (-1 to 1 for bipolar domain), where 0 means off and 1 means on. For computers, a definitive switch occurs between these two values, or hard threshold, where within its hardware, bits are stored as either 0 or 1 to represent all data. The difference in artificial neural networks lies in the parallel processing action as well as the function applied to $y_m$ in equation (3.5). Unlike serial computers, the activation function in nodes can contain a soft transition between on and off. Four examples of the most common activation functions are shown below in Figure 3.6 and subsequent equations (3.6) to (3.9).
These activation functions produce output values between the solid boundaries of on or off. Consequently, output approximations between 0 and 1 are possible, thus removing the limitations of serial computing. The connections can lead to many different types of for network architecture, including feed-forward and recurrent networks with feed-back loops. A secondary approach to artificial neural networks includes a novel architecture, called a self-organizing map. This network is formed differently and is discussed later in this chapter. The research
in this dissertation employs primarily feed-forward networks and self-organizing maps and their applications for an SHM system.

ANN learning then comes in the form of supervised and unsupervised training. Similar to training the brain, supervised learning of the neural network is accomplished by providing the neural network with multiple examples of matching pairs of input and target data. During each iteration, the weighting values, \( w_{ij} \) in equation (3.4), are adjusted, and hence, to reduce the output error the relations between the datasets, are “learned” by the network. Once an input-to-output trend has been learned, the ANN can compute an approximation to the output from the input data that it has never encountered. If the input data is similar in value to any of the data used during the training exercise, the ANN will produce accurate outputs, when compared to the target output.

For unsupervised training, which is used in the self-organizing map architecture, an ANN is provided sets of inputs, and with no assistance, it will categorize the input sets. Thus, the learning of the network, much like a brain, is achieved by adjusting the weights between connections of nodes. Each of these ANN architectures has its advantages and disadvantages. For the SHM system created in this dissertation, both ANN types were utilized in different manners to maximize their performance.

### 3.3.2 Feed-Forward Network

The node-to-connections process, described in the previous section, is applicable to most ANN architectures. A network of nodes can have paths connecting any one node to another. Connections can be chosen to form a simplified network of nodes by allowing information to flow through the network in only one direction. Similar to control theory, this network, as illustrated in Figure 3.7, is called a feed-forward network. The network acts as a mapping from an input to a desired output. From the work of previous researchers, an iteration method was determined to adjust the weights within the network in order to learn an output set when an input set is provided. The notation shown in Figure 3.7 is used throughout the remainder of this paper [19].

The type of architecture of the networks illustrated here is feed-forward, as described above, where there are layers of nodes that affect the next layer of the hierarchy. No connections, or information, go backward through the network; therefore, it is not time dependent. The input variables form their own, first set (or layer) of nodes in the network. Then several sets of nodes, called hidden layers, are placed next. Finally, the last layer of nodes is the output set, which is the output of the entire network.
The training of this network involves supervised learning, which means using known input-to-output datasets to adjust the weights within the network. Adjustment of the weights comes about through a method developed by Rumelhart et al. [19], which involves taking the error between the desired outputs, $t_k$, and the output obtained by the network, $O_k$, and slightly adjusting the weights, which in Figure 3.7 are weights $w_{jk}$, using equation (3.10). This process, which is based on an optimization method of adjustment by way of steepest descent, uses a learning rate, $\alpha$, to adjust the weights slowly. The error value for the output layer, shown in brackets in equation (3.10), then proceeds backwards through the network in a way similar to that described in equations (3.4) and (3.5) to determine the error values for the first node of a hidden layer. Once the errors values are calculated for this node, the weight adjustments can be obtained for other connections within the network. From equation (3.10) each weight value can be updated from $w_{jk}^{\text{old}}$ to $w_{jk}^{\text{new}}$. The adjusted weight will result in less error between the target output and predicted output by the network. Through many iterations of the training dataset, a reasonable optimization of the weights within the neural network can be determined.

$$
\Delta w_{jk} = \alpha \cdot Z_j \left( t_k - O_k \right) \cdot f \left( \sum_{j=1}^n w_{jk} \cdot Z_j \right)
$$

$$
w_{jk}^{\text{new}} = w_{jk}^{\text{old}} + \Delta w_{jk}
$$

(3.10)

Common practice using neural networks follows a method in which the learning is conducted by repeatedly showing the neural network a training set until an RMS error, $E_{\text{RMS}}$, reaches a minimum value. Using $q$ datasets within the training set, the error is found through equation (3.11).
After the entire training set is used in adjusting weights once, also called an epoch, an RMS error is found. The network is constrained to learn for a set number of epochs before ending the learning process. This number of epochs is chosen large enough to result in a set of weights that gives a small RMS error for the training sets.

Along with this method, there are more advanced techniques for learning, including better optimization methods. Among these, a common addition is a momentum factor, which helps to avoid local minimum errors, relative to the desired global minimum, $E_{\text{RMS}}$, value for the neural network. Along with this is an adjustment of the learning coefficient, $\alpha$, after a set number of iterations or epochs. Again, this is used to avoid local minimum error values but also allows for increased precision on the global minimum error value.

### 3.3.3 Self-Organizing Maps

Another common architecture for artificial neural networks is a self-organizing map, which functions much differently than the feed-forward network described above. This network type has the ability to categorize datasets into clusters, using an unsupervised method that eliminates the need for a known output prior to learning. This type of network has nodes, which store group types within them by matching similar traits. An input set is compared to each node, and the node most similar will absorb that input set. The groups can then be used as identifying categories. A basic example using three nodes is illustrated in Figure 3.8. In this example the nodes are arranged in a single row. The following text in this section is from Fausett’s work on artificial neural networks [19].

![Figure 3.8 Generic self-organizing map architecture for an artificial neural network.](image)

In order for this network to learn, it is first shown a new input set of data from a training set. The weight vectors belonging to each node $\left( w_{ik}, \cdots, w_{iq} \right)$, called exemplar sets, are initialized to small positive random values for an untrained network. Then these are compared to the input vector. A general method of comparison between an exemplar, $w_k$, and an input, $X_i$, is to use the Euclidean distances between the two, expressed in equation (3.12).
The network then works competitively, whereby the node with the smallest distance will win the input. For example, let node $k$ “win” the input set. Then, the exemplar $w_k$ is adjusted in a direction to more closely resemble the new input set, using equation (3.13), where again a learning coefficient, $\alpha$, is used.

$$w_{k}^{new} = (1 - \alpha) \cdot w_{k}^{old} + \alpha \cdot X_{j}$$

(3.13)

Through iterations of all the input sets, this network will adjust itself and group the input sets into like categories without any prior knowledge of the datasets.

This concept can be expanded further, such that the exemplars of neighbors of the winning node are updated. Consequently, a winning node $k$ will adjust its exemplar values, as well as those of neighboring nodes $k \pm 1$ for a small neighborhood, or larger surrounding nodes (i.e., nodes $k \pm 2$, $k \pm 3$, …). The concept of neighborhoods allows for better grouping of input sets, since similar sets, but with slight differences, will be placed in nodes close to one another but not necessarily in the exact same node. This neighborhood concept is improved upon by reducing the size of the neighborhood after a set number of iterations. This allows for more sharply defined categories.

A better SOM structure increases the number of nodes used and places them into a two-dimensional network field of rows and columns, called a Kohonen layer, named for the creator. The adjustment of weights through learning categories and the winning neighborhood concept apply here as well. However, the neighborhood shapes are two-dimensional. An example of a common square neighborhood is shown in Figure 3.9, where the neighborhood radius is three nodes away from the winning node. The exemplars of all of the nodes within the box are then adjusted.

Once completed, a two-dimensional map of groups is formed. This map can then be used with new datasets by placing them into groups on the map. Note that once trained on example datasets, the exemplars can be adjusted again or not, depending on the desired results. That is, the network can be adjusted further to redefine the group boundaries, using newer data presented to the network, if desired. Generally, the exemplars stay constant and are not adjusted further for any new datasets introduced to the network. The larger number of nodes used allows for a better defined map; however, a larger amount of computing time is required as well. So an optimum ratio of number of nodes to processing time is desired when using this form of neural network. This architecture is elegant in using simple equations for learning categorizing datasets, while remaining powerful enough to discover similarities not
easily noticeable in other grouping algorithms. The uses for this network architecture include categorizing detected strain waves.

![Kohonen layer in self-organizing map with square neighborhood of radius 2.](image)

**Figure 3.9** Kohonen layer in self-organizing map with square neighborhood of radius 2.

### 3.4 Multi-Agent System

Multi-agent systems are more commonly being developed for control systems. Many current control systems act through serial programming, usually with a predefined set of orders to follow. However, current systems are becoming more complex and difficult to account for all situations. An intelligent controller should be capable of making decisions itself and act accordingly, based on the situation. This intelligent controller is also known as an agent. Figure 3.10 illustrates the basic performance of an agent. It will perceive the surrounding environment, which consists of anything exterior to the agent itself, through sensors. Based on the results witnessed and a database of internal knowledge, appropriate actions will be undertaken to change the environment.

![Agent and Environment](image)

**Figure 3.10** Single agent performing in an environment.
A simple example of a single agent system is a room thermostat. The system will record and monitor the current temperature of the room. If a certain threshold is crossed, then heat or air conditioning is applied to change the temperature back to the desired range. A major component of an agent is an internal knowledge base. The decisions made by the agent are based on this knowledge. In this example, the agent has a range of appropriate temperature levels to maintain. Although simple in this example, an agent can be more complex but still has a goal to obtain.

Suppose there is a domain space of two agents. Agent #1 would see Agent #2 as part of the environment. It could output information to connect with Agent #2, and collectively both agents could form a cooperative output response to outside environmental actions. This could be repeated, such that many agents could operate together to form a multi-agent system (MAS). Consider a domain space with several agents acting towards obtaining their individual goals but also communicating with one another to reach a shared objective. Each agent could be modified in such a manner that the inputs consist of sensor input from the environment and knowledge from neighboring agents. Agents could communicate with neighboring agents on basic knowledge in their individual datasets to gain increased performance. Some systems only communicate vital information to aid and teach neighboring agents, with the purpose of obtaining a global goal [47].

In electrical engineering and computer programming fields, a knowledge query and manipulation language (KQML) has been developed. This KQML has become a standardized format for communication between agents, which could operate in controlling the flow the information between agents. Within these messages between agents, a variety of information can be distributed. For cooperative multi-agent systems, information could include helpful information and compromise in tasks in order to share responsibilities and obtain a global objective. In competitive MASs, some information could be false or negative in order for one agent to benefit above others. This format is similar to the self-organizing map or competitive network in artificial neural networks. [47]

Whichever structure is used, an MAS should have an overall objective to accomplish. Each individual agent is working towards its own goal, using the aid of neighboring agents. However, the global view of the entire system usually has a larger objective. An example of this would be the Internet [60]. A multitude of information is sent around to different Internet protocol addresses through wiring and storage servers, while not obstructing the flow of other data packets. The servers or agents could work with neighboring servers to obtain local solutions to data flow. The global system would have all data flow be as fast as possible. Researchers have investigated the
interaction between players on a sports team as well [61]. Through collaboration among locations in a domain space, a team of robots can communicate with each other to accomplish the goal of scoring goals on an opposing team. These methods could be applied to other fields to develop autonomous systems of gathering information and responding accordingly to control their surrounding environment.

For this research, these multi-agent system concepts are applied in combination with artificial neural networks to form a committee or fuser network with better controlled sharing of knowledge. Individual ANNs can act as agents. By communicating with neighboring agents, the resulting system is predicted to be highly accurate in the signal processing of strain waves received by ultrasonic sensors on composite laminates. Furthermore, by limiting the communication between agents to a neighborhood, the system could become modular, allowing for a sensor network of infinite sensors to be used in detecting damage on an infinitely large structure. The various topics of damage detection and signal processing could be combined to form an autonomous structural health monitoring system for a complex aerospace structure.
CHAPTER 4
PRELIMINARY EXPERIMENTS

The application of artificial neural networks to post-process ultrasonic wave signals has been investigated in the past. For example, self-organizing maps were used to monitor vibrations on refinery machines. The SOM would train to normal operating conditions. If damage occurred, the vibration pattern would be altered, and the SOM would identify it as outside the training region [57]. In another example, the vibration of a steel support produced a specific operating frequency. By using deflections at specific locations on the structure, a feed-forward network was trained to be able to detect damage in the steel structure [58]. For this dissertation, some initial preliminary experiments were conducted to explore the feasibility of using these methods for composites. Early experiments consisted of the investigation of using artificial neural networks as signal post-processing for ultrasonic sensor systems on composite laminates. The experimental setup for this dissertation research was developed based on the results of these initial experiments. All of these experiments were performed on composite laminates with quasi-isotropic characteristics. The composite laminate materials, sensor equipment, and damage wafers remained constant throughout all preliminary experimentation as well as the research for this dissertation. More detail on these materials and equipment can be found in Chapter 5.

4.1 Half-Factorial Design

Initial experimentation consisted of examining the abilities of an ultrasonic testing system to detect damage on a composite laminate. The objective was to use statistical methods to determine if an artificial neural network system, rather than a statistical model, was necessary in damage detection. An experiment was conducted to examine seven different factors involved with active ultrasonic sensors to detect damage. Three piezoelectric disks were bonded onto the surface of a quasi-isotropic composite laminate. One location of damage was placed between the sensors in a specific location. Damage was simulated using a wafer, described in later experiments. A half-factorial setup was chosen to determine the significance of these factors, along with any significant interactions between them. Table 4.1 contains a description of each factor chosen for this experiment.
TABLE 4.1
SEVEN FACTORS OF ULTRASONIC TESTING UNDER INVESTIGATION

<table>
<thead>
<tr>
<th>Factor</th>
<th>Range</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>A – Sensor Angle</td>
<td>0°–45°</td>
<td>Angles relative to fiber orientation of top ply.</td>
</tr>
<tr>
<td>B – Damage Horizontal</td>
<td>1–4 in</td>
<td>Measured along the direct actuator-to-sensor path, relative to actuator.</td>
</tr>
<tr>
<td>C – Damage Vertical</td>
<td>0–0.5 in</td>
<td>Measured as the normal away from the direct actuator-to-sensor path.</td>
</tr>
<tr>
<td>D – Damage Size</td>
<td>0.5–1 in</td>
<td>Diameter of simulated damage.</td>
</tr>
<tr>
<td>E – Signal Frequency</td>
<td>50–100 kHz</td>
<td>Frequency of strain wave released by actuator.</td>
</tr>
<tr>
<td>F – Signal Amplitude</td>
<td>20–50 dB</td>
<td>Recommended strain wave amplitude range by Acellent Technologies.</td>
</tr>
<tr>
<td>G – Signal Gain</td>
<td>20–40 dB</td>
<td>Recommend range by Acellent Technologies for their equipment.</td>
</tr>
</tbody>
</table>

Figure 4.1 illustrates some of the factors involved in these experiments. Here, “damage distance” is factor B, the damage horizontal, and “damage height” is factor C, the damage vertical. The two sensors used for this experiment were at 0° and 45°. The angle orientation was based on the fiber direction of the top ply.

4.1.1 Experimental Setup

For ultrasonic testing, the comparison method was utilized. This involved comparing a current state to a baseline state, as detailed in previous chapters. Only a single asymmetric strain wave was released by the actuator to remove wave-dispersion effects. The change in amplitude of a strain wave between the current and baseline signals was calculated and used in the analysis.

A half-factorial design of $2^{7-1}_{10}$ was used as the design setup. Each of the seven factors was given two values, as listed in Table 4.1. In order to obtain all combinations of factors involved, 128 scans were required.
However, only half of the total factor combinations used in the experiment, or 64 combinations of these factors, were used, thus reducing experimentation time. The generator for the half-factorial design was $G = ABCDEF$, which produced the highest resolution for this factorial design, thus ensuring that even though half of the experiment was performed, the results were statistically accurate.

### 4.1.2 Results of Experiment

Table 4.2 displays the analysis of variance (ANOVA) model and results for the half-factorial design. The analysis involved used statistical means to determine if there was a link between factors and an output, which in this case was the change in amplitude. From this analysis, relationships between factors can be determined. The objective would be to create a system to determine the damage location, factors $B$ and $C$, based on the remaining factors and change in amplitude.

However, many interactions were involved between the factors in this ultrasonic system. Based on the $p$-values in the table, many of the interactions were deemed significant. If the $p$-value was less than 5%, then the interaction between those factors was concluded to be a significant. There are multiple third-level interactions in this model. For example, the damage in the vertical location, $C$, the damage size, $D$, and the signal amplitude, $F$, have a third-level interaction, $CDF$, with a probability of $< 0.0001$, according to Table 4.2. This means that these three elements are dependent on each other. If one of these factors changes, then the other two factors will change as well.

Table 4.2 provides those interactions and determines their significance levels. For this study, a 95% significance rate was used, so any p-value interaction below 0.05 was determined to be a significant interaction. The half-factorial design did not allow level-four or higher interactions to be determined. However, the number of interactions between three factors was large.

The model produced was significant and explains 98.95% of the scatter in the data. The ANOVA model, although complex, accurately describes the data. This singular model consisted of those interactions with low $p$-values, which for this study were factors and interactions with a $p$-value less than or equal to 0.05. The equation to model the system has the following generic form:

$$ (Amplitude\ Change) = n_{1}A + n_{2}C + ... + n_{22}CFG + n_{23}DFG $$  \hspace{1cm} (4.1) 

where $n_{1}$ through $n_{23}$ have a value based on the ANOVA model, and the capital letters are values for the different factors (see Table 4.1 previously). In practice for a damage detection system, factors $B$, $C$, and $D$ would be unknowns. This model has one equation and three unknowns with significant relationships among them, so none
could be considered negligible and removed from the model. Due to the larger number of factors and interactions involved, other methods were pursued. Further experimentation investigated the effectiveness of artificial neural networks to model the system. An artificial neural network was chosen to use a “fuzzy logic” means to solve this complex model.

**TABLE 4.2**

ANALYSIS OF VARIANCE MODEL OF HALF-FACTORIAL DESIGN

<table>
<thead>
<tr>
<th>Source</th>
<th>Sum of Squares</th>
<th>df</th>
<th>Mean Square</th>
<th>F Value</th>
<th>P-Value Prob &gt; F</th>
</tr>
</thead>
<tbody>
<tr>
<td>A – Sensor Angle</td>
<td>8480.62</td>
<td>1</td>
<td>8480.62</td>
<td>7.87</td>
<td>0.0084</td>
</tr>
<tr>
<td>B – Damage Horz</td>
<td>1044.06</td>
<td>1</td>
<td>1044.06</td>
<td>0.97</td>
<td>0.3320</td>
</tr>
<tr>
<td>C – Damage Vert</td>
<td>6.31E+05</td>
<td>1</td>
<td>6.31E+05</td>
<td>586.04</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>D – Damage Size</td>
<td>1.83E+05</td>
<td>1</td>
<td>1.83E+05</td>
<td>169.87</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>E – Sig Freq</td>
<td>22147.13</td>
<td>1</td>
<td>22147.13</td>
<td>20.56</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>F – Sig Amplitude</td>
<td>1.08E+05</td>
<td>1</td>
<td>1.08E+05</td>
<td>100.12</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>G – Sig Gain</td>
<td>86585.83</td>
<td>1</td>
<td>86585.83</td>
<td>80.38</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>AB</td>
<td>2160.66</td>
<td>1</td>
<td>2160.66</td>
<td>2.01</td>
<td>0.1661</td>
</tr>
<tr>
<td>AC</td>
<td>1564.25</td>
<td>1</td>
<td>1564.25</td>
<td>1.45</td>
<td>0.2368</td>
</tr>
<tr>
<td>AD</td>
<td>1676.94</td>
<td>1</td>
<td>1676.94</td>
<td>1.56</td>
<td>0.2209</td>
</tr>
<tr>
<td>AE</td>
<td>11621.5</td>
<td>1</td>
<td>11621.5</td>
<td>10.79</td>
<td>0.0024</td>
</tr>
<tr>
<td>AG</td>
<td>44423.49</td>
<td>1</td>
<td>44423.49</td>
<td>41.24</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>BC</td>
<td>56.14</td>
<td>1</td>
<td>56.14</td>
<td>0.052</td>
<td>0.8208</td>
</tr>
<tr>
<td>BD</td>
<td>1455.91</td>
<td>1</td>
<td>1455.91</td>
<td>1.35</td>
<td>0.2534</td>
</tr>
<tr>
<td>BE</td>
<td>2371.38</td>
<td>1</td>
<td>2371.38</td>
<td>2.2</td>
<td>0.1474</td>
</tr>
<tr>
<td>CD</td>
<td>1.62E+05</td>
<td>1</td>
<td>1.62E+05</td>
<td>150.43</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>CE</td>
<td>39139.6</td>
<td>1</td>
<td>39139.6</td>
<td>36.33</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>CF</td>
<td>80297.56</td>
<td>1</td>
<td>80297.56</td>
<td>74.54</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>CG</td>
<td>41347.04</td>
<td>1</td>
<td>41347.04</td>
<td>38.38</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>DF</td>
<td>31945.72</td>
<td>1</td>
<td>31945.72</td>
<td>29.65</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>DG</td>
<td>41278.46</td>
<td>1</td>
<td>41278.46</td>
<td>38.32</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>FG</td>
<td>3.71E+05</td>
<td>1</td>
<td>3.71E+05</td>
<td>344.61</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>ABD</td>
<td>14845.27</td>
<td>1</td>
<td>14845.27</td>
<td>13.78</td>
<td>0.0008</td>
</tr>
<tr>
<td>ABE</td>
<td>82390.05</td>
<td>1</td>
<td>82390.05</td>
<td>76.48</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>ACG</td>
<td>7855.36</td>
<td>1</td>
<td>7855.36</td>
<td>7.29</td>
<td>0.0108</td>
</tr>
<tr>
<td>BCD</td>
<td>6349.82</td>
<td>1</td>
<td>6349.82</td>
<td>5.89</td>
<td>0.0208</td>
</tr>
<tr>
<td>CDF</td>
<td>31281.63</td>
<td>1</td>
<td>31281.63</td>
<td>29.04</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>CDG</td>
<td>32702.62</td>
<td>1</td>
<td>32702.62</td>
<td>30.36</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>CFG</td>
<td>3.44E+05</td>
<td>1</td>
<td>3.44E+05</td>
<td>319.3</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>DFG</td>
<td>75616.77</td>
<td>1</td>
<td>75616.77</td>
<td>70.19</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>Error</td>
<td>35549.36</td>
<td>33</td>
<td>1077.25</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>2.50E+06</td>
<td>63</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**4.1.3 Conclusions**

A screening experiment was performed for active ultrasonic testing with seven major factors, all of which were shown to be significant. Additionally, there were two- and three-order interactions among them. Due to the design of the experiment, higher-order interactions were confounded. A complex ANOVA model can be created by
statistical methods. However, the difficulty in implementing such a system resulted in the investigation of artificial neural networks to model the system.

4.2 Expanded Factorial Design

The previous set of experiments concluded that a statistical model was difficult to develop for a damage detection system. The many factors resulted in a complex model with too many unknowns. The next investigation focused on modeling an ultrasonic testing system using artificial neural networks instead of statistical modeling.

4.2.1 Experimental Setup

A composite laminate similar to the one in the last set of experiments was used in this one. One piezoelectric actuator and three piezoelectric sensors were arranged, as shown previously in Figure 4.1. Sensors were placed at 0°, 45°, and 90° locations, relative to the actuator. The sampling rate of the piezoelectric sensors was 12 MS/sec for 8,000 sampling points. Additional signals received by the piezoelectric sensors were truncated in the analysis process. The change in amplitude between the current scan and the baseline scan were used as outputs to this system. Similar to the previous experiments, only one asymmetric mode of the strain wave was produced at this frequency range, removing any dispersion effects. This was chosen as a method to simplify the experiment.

The objective of this study was to examine six different factors used in damage detection with active ultrasonic sensors. These are listed in Table 4.3. Damage was simulated through wafers. Previous experiments had revealed that the damage horizontal distance did not have as many significant interactions with other factors. Therefore, for this series of experiments, the damage distance, as labeled in Figure 4.1, was held constant, with damage equidistant between actuator and sensor as a means to simplify the experiment. The last experiment suggested that there were higher-level interactions among factors, so a general factorial design was used in this experiment, which allowed for some of the factors to increase the number of values instead of a binary design.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Values</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>A – Damage Size</td>
<td>0.75, 1.25 in</td>
<td>Simulated damage.</td>
</tr>
<tr>
<td>B – Damage Height</td>
<td>0 in, 1 in</td>
<td>See Figure 4.1 for illustration</td>
</tr>
<tr>
<td>C – Sensor angle</td>
<td>0°, 45°, 90°</td>
<td>Angle relative to fiber orientation of top ply.</td>
</tr>
<tr>
<td>D – Signal Frequency</td>
<td>50 kHz, 100 kHz</td>
<td>Frequency of strain wave released by actuator.</td>
</tr>
<tr>
<td>E – Signal Amplitude</td>
<td>20 dB, 40 dB, 60 dB</td>
<td>Recommended strain wave amplitude range by Acellent Technologies</td>
</tr>
<tr>
<td>F – Signal Gain</td>
<td>20 dB, 40 dB</td>
<td>Recommend range by Acellent Technologies for their equipment</td>
</tr>
</tbody>
</table>
Experiments totaling 144 different configurations were performed. This series of experiments was capable of determining up to the sixth-level interaction among factors. Furthermore, for each physical damage location, a signal was collected from each of the three sensors for each frequency, amplitude, and gain listed in Table 4.3, resulting in 5,184 individual signals to scan for damage across various repeating places on the composite laminate. These were used to determine the capabilities of artificial neural networks.

### 4.2.2 Results of Experiment

A statistical model was again created to examine the significant interactions among factors. Table 4.4 shows the results of the ANOVA model. As in the previous experiment, the change in amplitude between current and baseline scans was used.

**TABLE 4.4**

<table>
<thead>
<tr>
<th>Source</th>
<th>Sum of Squares</th>
<th>df</th>
<th>Mean Square</th>
<th>F Value</th>
<th>P-Value Prob &gt; F</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model</strong></td>
<td>767148</td>
<td>47</td>
<td>16322</td>
<td>11.387</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>A – Damage Size</td>
<td>58923</td>
<td>1</td>
<td>58923</td>
<td>41.105</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>B – Damage Height</td>
<td>28918</td>
<td>1</td>
<td>28918</td>
<td>20.173</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>C – Sensor Angle</td>
<td>214176</td>
<td>2</td>
<td>107088</td>
<td>20.573</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>D – Signal Frequency</td>
<td>12832</td>
<td>1</td>
<td>12832</td>
<td>8.952</td>
<td>0.0035</td>
</tr>
<tr>
<td>E – Signal Amplitude</td>
<td>1006</td>
<td>2</td>
<td>503</td>
<td>0.351</td>
<td>0.7049</td>
</tr>
<tr>
<td>F – Signal Gain</td>
<td>1213</td>
<td>1</td>
<td>1213</td>
<td>0.846</td>
<td>0.3600</td>
</tr>
<tr>
<td>AB</td>
<td>345</td>
<td>1</td>
<td>345</td>
<td>0.241</td>
<td>0.6248</td>
</tr>
<tr>
<td>AC</td>
<td>39497</td>
<td>2</td>
<td>19748</td>
<td>13.777</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>BC</td>
<td>130282</td>
<td>2</td>
<td>65141</td>
<td>45.443</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>BD</td>
<td>3025</td>
<td>1</td>
<td>3025</td>
<td>2.111</td>
<td>0.1496</td>
</tr>
<tr>
<td>BE</td>
<td>1778</td>
<td>2</td>
<td>889</td>
<td>0.620</td>
<td>0.5400</td>
</tr>
<tr>
<td>BF</td>
<td>2581</td>
<td>1</td>
<td>2581</td>
<td>1.800</td>
<td>0.1828</td>
</tr>
<tr>
<td>CD</td>
<td>18775</td>
<td>2</td>
<td>9387</td>
<td>6.549</td>
<td>0.0022</td>
</tr>
<tr>
<td>CE</td>
<td>5177</td>
<td>4</td>
<td>1294</td>
<td>0.903</td>
<td>0.4655</td>
</tr>
<tr>
<td>CF</td>
<td>20747</td>
<td>2</td>
<td>10373</td>
<td>7.737</td>
<td>0.0012</td>
</tr>
<tr>
<td>EF</td>
<td>23259</td>
<td>2</td>
<td>11629</td>
<td>8.113</td>
<td>0.0006</td>
</tr>
<tr>
<td>ABC</td>
<td>66541</td>
<td>2</td>
<td>33271</td>
<td>23.210</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>BCD</td>
<td>26795</td>
<td>2</td>
<td>13398</td>
<td>9.346</td>
<td>0.0002</td>
</tr>
<tr>
<td>BCE</td>
<td>1670</td>
<td>4</td>
<td>418</td>
<td>0.291</td>
<td>0.8830</td>
</tr>
<tr>
<td>BCF</td>
<td>149565</td>
<td>2</td>
<td>7478</td>
<td>1.941</td>
<td>0.1491</td>
</tr>
<tr>
<td>BEF</td>
<td>6248</td>
<td>2</td>
<td>3124</td>
<td>2.179</td>
<td>0.1187</td>
</tr>
<tr>
<td>CEF</td>
<td>70025</td>
<td>4</td>
<td>17506</td>
<td>12.212</td>
<td>&lt; 0.0001</td>
</tr>
<tr>
<td>BCEF</td>
<td>27769</td>
<td>4</td>
<td>6942</td>
<td>4.843</td>
<td>0.0013</td>
</tr>
<tr>
<td>Error</td>
<td>137613</td>
<td>96</td>
<td>1433</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>904761</td>
<td>143</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
From this ANOVA table, it can be seen that there many higher-order interactions among factors are present. There is one fourth-level interaction and several third-level interactions, which are significant. These have a confidence in significance of 99.8%, which is above the aerospace standard of 95%. For a model of an actual ultrasonic damage scanning system, the amplitude change would be an input, along with factors $C$, $D$, $E$, and $F$, leaving damage size and height to be determined. Similar to before, the model is an undetermined system; therefore, artificial neural networks were investigated as an alternative method.

The amplitude change data can be modeled from the statistical data. However, an undetermined system is formed. As an alternative method, the data was introduced to an artificial neural network to investigate the capabilities of the ANN to “learn” the data. In other words ANNs were trained in the dataset of the 144 combinations to map the input facts, change in amplitude, and factors $C$, $D$, $E$, and $F$, to the output factors, damage size, and height.

Several artificial neural network architectures were investigated to determine which was best suited for this problem. The main focus was on a combination of a self-organizing map and feed-forward ANN. The architecture consisted of a SOM connected to a hidden layer of nodes and then to an output. This allowed for a desired output to be trained by supervised learning, while the SOM was trained in an unsupervised learning style. In this dissertation, this is referred to as a SOM feed-forward hybrid network. Since signal changes are a function of the other factors, it was assumed that a pattern would be present in the data to link the change in amplitude to damage size and position. The ultrasonic sensor system data was then used in two different ways. The first method focused on a local coordinate set, local to each sensor. These were created using NeuralWorks II software [63]. For this ANN dataset, the input set was comprised of the fiber angle (factor $C$), amplitude change, and signal properties (factors $D$, $E$, and $F$) for an output of damage size and position relative to the actuator-to-sensor path. The ANNs with this configuration were not capable of predicting damage sizing or location. The local coordinate set could not be recognized by a self-organizing map. There was no recognizable pattern that the network could determine.

The second method of investigation was on a global scale. The amplitude changes for the three actuator-sensor pairings were used together to determine the damage size and position. Initially Cartesian coordinates were used to describe the position output with the origin at the actuator. However, this was altered to be in polar coordinates. The origin was set to the actuator location with the angle value aligned to the top ply of the laminate, similar to how the sensor angle was defined. The most promising architecture for this configuration was self-
organizing maps. The global network consisted of using the amplitude changes for all the different signal combinations as an input set. An ANN that performed well was an SOM with a Kohonen layer of 20 x 20 nodes and 5 output nodes for back propagation. Figure 4.2 shows the results of using the global scale. Here the values predicted values by the ANN are close to the actual values. The root mean squared (RMS) error for this particular network once trained was 0.08 with a correlation of 89%. These results demonstrate that artificial neural networks and specifically self-organizing maps are capable of learning damage size. However, the scope and range of the factors in this experimentation were limited. Further testing was required.

![Graphs showing output predicted values as functions of the actual values.](image)

**Figure 4.2** Output predicted values as functions of the actual values.

### 4.2.3 Conclusions

It was concluded from the initial experimentation that a statistical model is effective in an ultrasonic testing system. However, many significant interactions among factors exist, resulting in the model being complex. Therefore, artificial neural networks were introduced as an alternative model. This model consisted of a network of
actuator-sensor pairs with various signal-generating parameters. An SOM feed-forward hybrid network was demonstrated as being effective in detecting and locating damage. The damage location was modeled in polar coordinates for the ANN to train well. ANN models could be used to interpret ultrasonic sensor signals for damage assessment; however, the domain used in these experiments was determined to be too small.

4.3 Extended Global Network

The next experiment consisted of expanding the ranges of damage positioning beyond those used in the previous experiment. A sensor setup similar to the previous experiment was used here. Again, only one PZT disk was used as an actuator, and the remaining disks were sensors. Damage positioning was measured in polar coordinates with the actuator at the origin. This setup is illustrated in Figure 4.3. The angle used is based on angle deviation from the surface ply direction. As shown, the ply direction is parallel to the actuator-sensor #1 linear path. This experiment focused on creating a training set to investigate the capabilities of artificial neural networks.

![Figure 4.3 Actuator and sensor configuration with sign convention with horizontal surface ply fiber orientation.](image)

4.3.1 Experimental Setup

For these series of scans, two responses from each sensor signal were used for the input series. Similar to previous experimentation, strain waves with a frequency range of 50 kHz to 100 kHz were generated by the actuator. For this experiment, the gain was held constant at 40 dB, and the amplitude was held constant at 60 dB. Since the goal was to increase the quantity of damage locations, the number of combinations of factors was reduced to simplify the experiment, so these factors were held constant. To further simplify the experiment, damage simulated with wafers, as in the previous experiments, had a constant diameter of 0.75 in. throughout these experiments. The measured responses from the sensor signals were the amplitude and time-of-flight differences
between current and baseline scans. Since many factors were held constant, the time-of-flight change between baseline and current signals was measured as well. This experimentation was to determine if more information, beyond amplitude change, was necessary from signals. A series of 90 experiments, including replicates, were performed at varying radii and angles in a randomized order, as shown in Figure 4.4. For this experiment, the sensors were placed 4 in. away from the actuator at 0°, 45°, or 90° degrees relative to the fiber direction (see Figure 4.3). Simulated damage was placed at a combination of three radii locations (1 in., 2 in., 3 in.) and five angles (0°, 22.5°, 45°, 67.5°, 90°) in polar coordinates. The positions of damage relative to the ultrasonic sensors is illustrated in Figure 4.4. The three received signals were used as an input set to various artificial neural networks to predict damage position.

![Figure 4.4 Damage testing position on composite laminate (all units in inches).](image)

### 4.3.2 Artificial Neural Networks with Ultrasonic Signals

Various artificial neural networks were investigated for damage-positioning analysis. First, a feed-forward network with back-propagation was studied. An initial architecture of three hidden layers of 10 nodes each was chosen. The neural network was created in NeuralWorks II [63], with a hyperbolic tangent function as the activation function. The results are presented in Figure 4.5, where the predicted and actual values of the polar coordinates are compared. The prediction of radius had a correlation of 0.94, and the polar angle had a correlation of 0.98. There was some spread present, but the system trained well. The angle of the damage was trained with higher confidence, compared to the distance away from the actuator, the radius. Paths with angles of 0° and 90° were more accurate,
suggesting a special case at these angles. These results validated the conclusions of previous experimentations, since damage on the linear actuator-sensor path tended to be more accurate than damage away from the path.

Figure 4.5 Results from feed-forward artificial neural network (all units in inches).

The next architecture examined was an SOM feed-forward hybrid, similar in architecture to the previous experiments. These networks were also constructed in NeuralWorks II with a Kohonen layer of 10 x 10 nodes. The maps generated by the training process of the networks are shown in Figure 4.6. The SOM had two back-propagation outputs. Each plot shows the points in the map, colored based on either the radius distance or the angle position of the damage.

Figure 4.6 Results of self-organizing map using NeuralWorks software.
Results from a radius prediction are difficult to determine if a pattern is present. However, the angle has a distinct grouping. The angles where damage was at 0°, 45°, or 90° were all distinctly separated into groups. However, the angles between actuator-sensor paths were more mixed together. The results of angle position being more accurate compared to distance from the actuator mirrored the results of the back-propagation neural network.

Different self-organizing map software, Viscovery, became available in the middle of experimentation and was implemented [64]. This software created a Kohonen layer of 1,000 nodes and trained on the created dataset. The maps developed by this software are shown in Figure 4.7. The radius (labeled as Attribute 19), was difficult to determine, while the positioning angle (Attribute 20) had three distinct groups associated with 0°, 45°, and 90°. Damage from positions with 22.5° and 67.5° angle appear to be more mixed together in these results. This trend matches the trend formed by NeuralWorks II software (see Figure 4.6).

![Figure 4.7 Results of self-organizing map with Viscovery software, where Attribute 19 is the distance from the actuator, or radius, and Attribute 20 is the angle from fiber direction.](image)

### 4.3.3 Conclusions

This experiment investigated the use of various artificial neural network architectures to predict the damage location within an area around a PZT actuator. Three sensor signals, received from the initial actuator strain wave, were used together as inputs for ANNs to be mapped to damage location in the polar coordinate form. The different architectures could train to predict the polar angle location of a damage presence but could not estimate the radius position as accurately. These initial experiments validated the supposition that artificial neural networks of multiple architectures could be trained to locate damage, based on strain wave signals of ultrasonic frequencies in the range...
of 50 kHz to 100 kHz. The most promising architecture was determined to be the hybrid combination of a self-organizing map and feed-forward ANN.

Experimentation for the research in this dissertation was a continuation of the three experiments described previously. The objective was to develop a system to identify and locate damage using the signal response of three sensors and one actuator. Instead of limiting each piezoelectric disk in the system to one function, four piezoelectric disks each acted as both actuator and sensor. Thus, the ultrasonic testing sensors formed a pitch-catch method of scanning. The results of each actuator-to-three-sensor system are expected to coincide with one another. The results were combined to develop a four-sensor system with higher accuracy and better damage size and location predictions than those presented in these initial experiments.

4.4 Comparison Between Actual Damage and Simulated Damage

The previous experimentation was performed with simulated damage consisting of small wafers, which were temporarily bonded onto the surface of a structure. The structures for experimentation were composed of composite laminates with carbon fibers and epoxy matrices. Piezoelectric disks, acquired through Acellent Technologies, were bonded onto one surface of a composite laminate with an epoxy, similar to the bonding agent used for applying strain gages to a structure surface. Simulated damage was temporarily bonded onto the same surface of the material for experimentation. The composite laminate was supported as a simply supported plate. The testing range on the plate was within the center region, around 4 in. away from any corner support. All scanning performed examined a single wave component, first asymmetric wave, with all reflected waves excluded for post-processing. The effect was a free-surface boundary condition in the testing region of the plate. See Figure 4.8 for an example of this setup.

![Figure 4.8 Generic configuration of simply supported composite laminate with ultrasonic sensors (scanning range has boundary-free surfaces).](image)
4.4.1 Overview

The wafers placed on the surface affected those free-surface boundary conditions. The wave signal was altered as a result of the placed wafer. In previous experimentations, an assumption that the wafer would scatter a traveling strain wave in a similar manner to that of actual physical damage was made. This method has been validated by equipment suppliers to demonstrate the effectiveness of their products, including Acellent Technologies. These wafers have an adhesive strong enough to acoustically bond to the surface of a structure but can be removed to return the structure to its initial state. For ultrasonic testing applications, an elastic wave traveling through a material will become disturbed by the bonded pad. Some of the energy of the elastic wave will be transferred to the wafer material. Since the wafers have high porosity, much of the transferred wave will be dissipated and removed from the structure. The resulting signal received from an elastic wave that has traveled past a wafer pad will be reduced in amplitude. This phenomenon is similar to the effects of a damaged location on an elastic wave. The objective of this last set of preliminary experiments was to determine the accuracy of damage wafers as a simulator of actual damage in a composite structure.

Actual damage could be applied during testing, but this would result in too many complexities for experimentation. Composite coupons with bonded sensors would have to be replicated to compare signal results from one damage position to another. This would include eliminating differences in fiber fraction volume, fiber place, and laminate manufacturing voids for each coupon. The sensors would be required to be bonded into the exact same location on each coupon. The cost to produce all of these coupons would increase drastically. However, a wafer can be removed by hand, thus returning a structure to its original state before the piece was attached. This is an advantageous characteristic for a system such as an artificial neural network for detecting the first onset of damage in a material. The damage-wafer system allows for an unvaried baseline signal to be used to determine the presence of damage in any desired location on a structure. Artificial neural networks rely on a domain of situations to train or learn how to handle any configuration, as long as it is within the domain. For damage detection, this domain would consist of damage initiation at any location on the surface of a thin-walled structure.

4.4.2 Experimentation

This experiment consisted of a set of ten piezoelectric sensors, arranged into two rows of five sensors each. The sensors were bonded onto a composite laminate having the same properties as described later on in Chapter 5. Simulated damage was placed in two different locations on the panel. This configuration is illustrated in Figure 4.9.
Simulated damage was placed in the direct paths between sensors 2 to 7 and sensors 4 to 9. Piezoelectric sensors 1 to 5 were used as actuators to send signals to piezoelectric sensors 6 to 10. Path definitions, shown in Figure 4.9b, are colored to the actuator of the signal. Not all possible paths were scanned for this experiment. It was determined to be sufficient to gather enough data from the paths presented in this figure. The frequencies used throughout the experiments were 50 kHz, 100 kHz, 150 kHz, and 200 kHz. This range was used in previous experiments and was recommended by Acellent Technologies for this configuration on a composite laminate [42]. In random order, configurations of damage sizes of 0, 0.19 in., 0.5 in., 0.75 in., and 1.5 in. were placed at each location to simulate damage initiation. The baseline for this was an undamaged laminate.

This experiment was then repeated for the backside of the laminate. In theory, the elastic waves were expected to travel between the two surfaces of a thin-walled material. If damage was present on either surface, then some of an elastic wave’s energy, traveling in the vicinity of the damage, would be absorbed and affect the wave. That theory was tested in this series of experiments. The final set of experiments involved scanning with actual damage. Physical damage holes were drilled into the laminate. One location had a through hole of various diameters.
while the second location had a partial through hole. Both represented damage that could be present on aerospace structures. The composite panels were already made, so a delamination situation was not possible to be created with this experimentation set. The two damage locations were those points where simulated damage was placed. A correlation between signal changes between simulated and actual damage was drawn.

Through post-processing in MATLAB, undamaged, baseline state, and current state were compared. The four main traits of signal wave, amplitude, time of flight, duration, and rise time were compared between the baseline and current states. The signals produced from wafers placed on the same surface as the sensors were used as a comparison to the other conditions.

4.4.3 Results of Laminate Backside

Figure 4.10 shows the results from a sample in this experiment. The signal changes from the result of wafers placed on the backside of the laminate were compared to those for a wafer placed on the main surface of the composite. In this context, the “main” surface is the one containing the ultrasonic sensors. The signal comparison of the amplitude change for signals with damage placed in the direct path is displayed in Figure 4.10. It was assumed that the simulated damage would not be affected by the through thickness.

![Figure 4.10](image)

**Figure 4.10 Comparison of signal changes due to simulated damage for either surface of composite laminate.**

This data is a comparison of amplitude changes between baseline and current signals for various damage sizes. A comparison of all actuator-sensor path combinations was conducted, but only a sample of the results is shown. The results of all actuator-sensor paths confirm this assumption, as the correlation between the signals between both surfaces is close to 1. Least-squares regression lines placed on the data showed a linear correlation.
between the resulting signals from the top and bottom surfaces. The lines are close to a 1:1 ratio between signals as the result of damage from either surface of the material. This verifies that simulated damage placed on one surface will have the same change in signal to that of simulated damage placed on the other surface. As long as the simulated damage accurately models physical damage, any internal damage is assumed to exhibit the same signal-changing characteristics as those on the surface of a structure.

### 4.4.4 Results of Actual Damage

The signal changes from the presence of actual damage to simulated damage are presented in Figure 4.11.

**Figure 4.11** Comparison of actual to simulated damage of ultrasonic signal changes on composite laminate.
Different diameter holes were drilled to half thickness and then through thickness into the surface of the composite laminate, with scans between. The hole diameters used for actual damage were 0 in., 0.078 in., 0.125 in., 0.188 in., 0.4 in., and 0.5 in. Current detection methods are rated to detect damage between 0.1 in. and 0.5 in. for ultrasonic inspections with C-scans in the aerospace industry. For this experimentation, a damage range of 0 in. to .75 in. was used to encompass current inspection abilities. The two property traits of time of flight and amplitude change are presented with an adjusted scaling of the actual data. The duration and rise-time properties were also investigated. However, these traits were determined to not have a significant change in signals between damaged and undamaged states for both simulated and actual damage scenarios. Therefore, only the former properties are to be used for signal processing of ultrasonic signals. The difference between a through-thickness damage hole and a partial-through damage hole was found to be negligible for damage holes with a diameter less than or equal to 0.188 in. Therefore, the following results apply to both damage locations.

The amplitude decreases as some of the wave energy is scattered by damage. The time-of-flight is increased. When physical damage is present, some material from the surface would be gone. This results in a decreased thickness between the two surfaces. If this occurs, then the strain seems to increase its speed through the material. Damage then alters the time of flight of the wave. The simulated damage was discovered to have a similar effect on strain waves. There is a correlation between the simulated damage and actual damage for alterations to an ultrasonic signal. As shown previously in Figure 4.11, the damage diameters of the actual damage are adjusted to match the trending curve of the simulated damage. This method was optimized by visual inspection of the plots to obtain a general fit of the data. The resulting trend is a linear relationship between simulated damage wafers and actual damage, presented as

\[
(Simulated \ Damage \ Diameter) = 1.502 \times (Actual \ Damage \ Diameter) + 0.344
\]  

These equations show that the effect of simulated damage is roughly 1.5 times greater than actual damage. Previous experiments have been conducted with simulated damage and have related results in simulated damage diameter sizes. However, the true size of actual physical damage detectable is proven to be smaller. Therefore, the detectable range of damage using ultrasonic testing with simulated damage wafers is smaller than the wafer diameters used.
4.4.5 Conclusion

Through this series of experiments, previous experimentation was verified. Damage positioning in the thickness direction was determined to have no effect for the ultrasonic testing configuration. Since strain waves travel through a thin-walled structure, relying on the surfaces to remain in the material, any damage at any thickness of the composite is assumed to be the same. Further investigation of a damage item with other NDE methods would be required to locate the through-thickness direction of the damage. The simulated damage was concluded to be adequate for the experiments conducted. Further research presented in the following chapters also relates results to simulated damage sizing. Equation (4.2) is an adjustment factor that can be applied to relate simulated damage results to actual damage results. Since this research focused on the proof of concept, the simulated damage diameter was determined to be sufficient. Only an additional post-processing step is required to relate the simulated damage severity to actual damage severity.
CHAPTER 5
EXPERIMENTAL SETUP

In Chapter 4, ultrasonic testing signals were determined to be too complex for statistical modeling. Therefore, artificial neural networks were implemented. Some damage severity was determined, but the focus shifted to damage positioning in a polar coordinate system, using one piezoelectric disk as an actuator and three disks as sensors. The main focus of this dissertation involved using piezoelectric disks as a means of detecting damage in a selected area on a composite laminate using artificial neural networks as a signal processing method. This chapter contains the configuration of equipment that would be used and the initial setup to create an acceptable ANN input-to-output dataset. Chapter 6 details the results of these experiments.

5.1 Testing Coupon and Equipment

Experimentation consisted of three items: a composite laminate, an ultrasonic testing sensor system, and a process to simulate damage on the composite. These descriptions are valid as well for all previous experiments performed in Chapter 4.

5.1.1 Laminate Composite Material

This research experiment used a laminate composite configuration with similar layups to those currently used in aerospace structures. Composite laminates often are constructed with woven fabrics or quasi-isotropic states in order to account for unknown variables in operation. Although these materials are replacing metallic components in a structure, not enough knowledge is available to allow full confidence of safety or performance in full composite structures. Thus, many components are made with 0°, 45°, and 90° ply configurations, with many plies to increase thickness and increase human assurance.

The research in this dissertation employed a composite laminate structure closely resembling a part in service. The testing coupon consisted of a quasi-isotropic layup of 32 plies with a layup of $[\pm 45/0/90/0/\mp 45/0/90/0/\pm 45/0/90/\mp 45]$. The composite remained symmetric and balanced, since this is common in aerospace structures to prevent any unwanted warping or asymmetric deflection effects throughout the material. The part was created with prepreg laminates with a closed tooling, or two-mold, system, resulting in a smooth surface for both surfaces. Composites are often manufactured with an open-mold setup, leaving a rough surface on one side. However, for this research, a two-mold system was utilized to remove additional unknowns from the experimentation. This testing coupon had a fiber volume fraction of around 0.7 to 0.75, which is the
common value for most composite laminates in any structure. The size of the laminate used in actual experimentation was a 14.5-in. square. The sensor placement allowed for space between the scanning region and the edge boundaries of the material. Reflections of the strain wave were minimized by using this setup. Post-processing for removing reflections in signals obtained was performed before analysis in order to reproduce an infinite plate setup. The laminate was suspended by simple support at four corners away from any scanning region. This simulated an infinite panel with free-edge boundaries on both sides, which reduced environmental effects on the laminate. Figure 5.1 below is an illustration of the setup of the composite, including the placement of sensors and damage scanning area. The testing coupons for all experiments were provided by the National Institute for Aviation Research (NIAR).

![Figure 5.1 Composite laminate in simply supported configuration](image)

**Figure 5.1 Composite laminate in simply supported configuration (scanning area is away from any boundary in center of laminate).**

### 5.1.2 Ultrasonic Testing System

The ultrasonic testing system consisted of an equipment bundle, obtained from Acellent Technologies. Contained within the bundle were piezoelectric disks 0.2 in. in diameter and 0.001 in. thick. These disks functioned as either actuators or sensors. The disks were bonded onto the surface of the laminate composites by epoxy. The bonding process was similar to bonding a strain gage onto the surface of a structure. The piezoelectric disks themselves were similar to the company’s Stanford multiactuator-receiver transduction (SMART) layer technology due to the size and wiring of the sensors. The SMART layer is a fabricated polymer sheet with piezoelectric disks embedded within it at designed locations. Two wires were connected to each piezoelectric disk. A voltage applied to the disk would result in radial expansion, and when bonded onto a structure, the deflection would cause a shear deformation. For an ultrasonic frequency oscillation, an asymmetric strain wave was released into the structure. The
reception of strain waves in a structure would function in the same manner, detecting shear deflection on the bonded surface of the component.

The piezoelectric disks were connected by a wire to a signal conditioner unit. The signal conditioner, called a ScanGenie, converted the desired signal into a voltage for the piezoelectric disks and performed the reverse process for any received signal by the sensors. The conditioner had a signal amplifier and several gains to alter the signal. As a result, the ultrasonic system was sensitive enough for the evaluation of signals in the ultrasonic frequency range. The ScanGenie was connected via a USB to a PC and was controlled by MATLAB-based software, called ACESS [42]. This software allowed for the control of signal amplitude, frequency, and gain. It could generate the raw signal form of a strain wave and convert this into a MATLAB form for post-processing. Additionally, the system was capable of directing any connected piezoelectric disk to function as either an actuator or sensor. Thus, a pitch-catch ultrasonic testing system was possible with this equipment bundle.

This Acellent Technologies sensor system was used in the initial experiments, detailed in Chapter 4. For those experiments, piezoelectric disks were used as only actuators or sensors exclusively. For this last set of experiments, the discs alternated between actuators and sensors to obtain more data and information of the laminate.

The positioning of the piezoelectric disks on a structure was required to be at least 3 in. apart [42]. When the signal conditioner sent out a voltage to an actuator, the receiving sensor also received the sent signal, due to reverberation in the equipment. To ensure that the received signal was separated in time from this crosstalk, the distance between the actuator and sensor must be greater than 3 in. Thus, the piezoelectric disks were placed 4 in. apart for this experimental research. The sampling rate of the piezoelectric sensors was 12 MS/sec for 8,000 sampling points for all experimentation, including those detailed in Chapter 4. These sampling values allowed enough time for the wave to be received by the sensor and reduce the amount of data points stored by the system.

5.1.3 Simulated Damage

Damage was simulated by the placement of wafers on the composite laminate surface. Simulated damage enabled a moveable initial damage location on the same structure. These circular-shaped wafers had diameters ranging from 0.375 in. to 1.50 in. Experimentation included a no-damage scenario. The wafers consisted of a porous material with a bonding surface on one side. The bond was strong enough to hold the wafer in place; however, a researcher was capable of removing the wafer from the surface of the laminate without special tools, returning the structure to a non-damaged state. Strain wave energy was scattered once in contact with the wafer region in a similar
manner to that of delamination or multi-site damage [42]. This method of simulated damage in a composite has been proven to be effective, based on previous experimentation (see Chapter 4). Only one damage location was used per scan for this experiment. Thus, this research included the assumption that only one damage area is present within any four-sensor system. Studies into multiple damage locations within the scanning area could be developed in future studies.

5.2 Experimental Configuration

The objective of this research was to lay out the groundwork for a structural health monitoring system. An experiment involving a modular design of a sensor network was created and tested. Chapter 4 contains several initial experiments in validating the use of using artificial neural networks as signal processors for ultrasonic testing signals. These next two chapters refine the methods presented in that chapter into a more complete SHM system.

The overall goal of this research topic was to have sensor networks capable of scanning for damage installed onto thin-walled structures. Consider a sensor network that creates a grid layout. Each sensor is placed an equal distance from one another. An illustration of this is shown in Figure 5.2, where $d_1 = d_2$.

![Figure 5.2 Network of sensors on structural component, where all sensors are equidistant from one another.](image)
Although the structure does not have to be isotropic, assume that structural material is repeated across the structure. In other words, there are no internal flaws or changes in property, but the material properties can be translated throughout the structure. For a composite laminate, if a sample point was examined for through-thickness properties, then it would be the same for any point in the laminate. Using this assumption, four sensors with fixed orientation to the fiber layup should produce the same signals for any arbitrary location on the surface. If the material remains uniform throughout, then a small sensor network designed and tested for one region could be replicated over the entire structure, while maintaining the same damage scanning process. This allows the system to become modular. Assuming uniformity of the material in a four-sensor network, the validation of four sensors to detect damage would result in verifying the ability of the entire network to scan for damage.

If the four-sensor network operated either independently or only relied on neighboring systems for information, then a multi-agent system is created. Figure 5.3 and Figure 5.4 illustrate a four-sensor network and neighboring networks. In Figure 5.3, four red sensors make up a local network of four sensors. While this network scans for damage in a small area, other local networks could scan for damage simultaneously. If the networks have some distance apart, then no communication between them would be necessary, so they would effectively be working independently. However, some communication between neighboring local networks could occur. The results could be compiled to a global damage assessment for the entire structure, creating a decentralized sensor network for detecting damage. The goal of this research is to validate a single, local four sensor network. The objective of this dissertation was to have a single four sensor network identify a single damage in its scanning range. Thus, with multiple four sensor networks, multiple damage areas could be detected throughout the entire structure.

Figure 5.3 Four-sensor network for validation, highlighted in red.
5.2.1 **Actuator to Sensor Path Analysis**

The general method of analysis for ultrasonic testing is through signal comparison. Due to complexities in wave signals, a scan of the material with a known undamaged state is recorded as a “baseline scan.” This signal is used as a comparison for any scans with an unknown state, or “current scan.” The current signal can be compared to the baseline signal. If any damage is present, then this is usually from the result of damage to the structure. Current research has multiple methods of comparing a current scan state to a baseline scan state. For this research, two methods of comparison will be performed.

Each received ultrasonic signal was pre-processed using two methods. The first method is common in acoustic emission system analyses in factory and company inspections. For this method, certain characteristic measures of wave signals instead of the entire signal are used. Examples include the duration, rise-time, amplitude, and time of flight of wave pulses or beats in the received signal. This more crude method of gathering information reduced the amount of data that was needed to be saved. The second method, a damage index method, looks at taking the energy stored in a wave. Energy was determined to be the integral of a strain wave signal voltage envelope as a function of time. This was then compared to the damage index of the baseline scan. The method was based on the work of Rose [17]. In Acellent software analysis, a crude form of using wave properties from the scatter signal is employed [42]. However, this method relies on a large number of actuator-to-sensor paths. One of the goals of using artificial intelligence methods was to reduce the number of scanning sensors and paths, while maintaining the same accurate damage assessment of the material.

The frequency of strain waves in the experimentation ranged from 50 kHz to 200 kHz. The strain waves consisted of only a single asymmetric mode. Previous experiments, discussed in Chapter 4, along with aid from Acellent Technologies, had validated this scanning frequency range [42].
For any comparison method examined, the difference between a baseline signal and a current or unknown state signal was placed as input into a processing system to determine the presence of damage. Artificial neural networks were implemented at this stage in the analysis. Different architectures, based on previous experimentation, were investigated. The variations in sign between current and undamaged states were shown to artificial neural networks in order to train and determine if and where damage was present in the material. Programming was done through MATLAB to connect the software involved [62]. This included Acellent Technologies for signal acquisition [42] and NeuralWorks II for the generation of artificial neural networks [63]. Copies of some of the programs written for this research are provided in Appendix B.

5.2.2 Multi-Agent System

Consider a four-sensor square as an agent. This agent has twelve paths to scan for damage within a square area, as illustrated previously in Figure 5.4. The agent must be capable of accurately detecting and locating damage within this square area and possibly surrounding location, as shown in Figure 5.5, which illustrates that based on a single actuator-to-sensor path, there should be a potential damage detection area around the direct path. For an agent of four sensors, this area encompasses the square area formed by the sensors and some of the surrounding area.

![Diagram of potential detectable range for two-sensor and four-sensor systems](image)

Figure 5.5 Potential detectable range for (a) two-sensor system and (b) four-sensor system.

The method of detecting and locating damage within an agent was based on previous experimentation. Each agent could be sub-divided into four sub-agents. Each sub-agent used a single actuator to send a strain wave to the three remaining sensors. The three signals received by sensors from a single actuator point were combined in a single artificial neural network. This system would produce three signals—0° path, 45° path, and 90° path—for each
ANN. Figure 5.6 is a visual representation of the four sub-agents. The initial stage was to examine for damage presence or severity. These four sub-agents acted independently and determined if damage was present, based on an ANN. Each of the four sub-agents was trained independently but simultaneously on the same damage placement. Inputs consisted of the three signals, compressed into properties detailed in the follow chapter, and were trained to the output of damage size. The output set was a single value of the diameter of the simulated damage piece. The outputs of these agents, once trained, were then combined into a fuser network. This network was then trained to predict the size of the damage on the testing coupon. Simulated damage ranged from no damage present to damage 1.5 in. in diameter. This range enveloped current damage detection NDT methods in the aerospace industry. Current inspection programs rely on damage being detected before 0.5 in. is reached, so this range was deemed suitable for experimentation. A flow chart of this system is presented in Figure 5.7. The purpose of creating a fuser network was to eliminate any bias that one particular piezoelectric disk would alter the system.

![Figure 5.6 First layer actuator to sensor paths (each actuator, or red disk, sends out a signal to three sensors, or white disk, and each actuator has its own artificial neural network system to determine the damage location).](image)

![Figure 5.7 Flow chart of damage-severity system.](image)
The next step was to add a filter. The filter chosen was a hard threshold on results obtained from damage severity. After training, a value produced by the four-agent system was chosen as either “damage is present” or “undamaged state.” This value was conservatively chosen to be low, since false readings about damage present are more desirable than the alternative of predicting no damage within the system when there is actual damage. This value, determined to be 0.2 in., is detailed in the Chapter 6, relating the results of training of the various ANNs in the damage-severity system.

If a set of signals obtained was determined to be damage, then a second system of ANNs was developed. This system was similar to the configuration of damage severity but modeled from previous experimentation as well. The experimentation in Section 4.3 demonstrated that an ANN could be trained to identify the polar coordinates of damage present. Since the “undamaged” scenario was filtered out before this system was introduced, the assumption that damage is always present, made in the previous experimentation, was applied again for this system. The flow chart is presented in Figure 5.8. Sub-agents in this system also used the damage size results obtained.

![Diagram](Image)

Figure 5.8 Flow chart of damage-positioning system.

The output for each sub-agent was damage location. However, based on previous research, the output was just the damage location angle in polar coordinates. An illustration of this angle for each actuator is shown in Figure 5.9. A scanning field of 0° to 90° around each actuator was presented for each network. This expanded on the previous experimentation (see Chapter 4). The angle of where damage was located formed a line coming from each actuator. These lines intersected each other, forming six intersection points. Ideally, the intersection points would be in the same location. However, due to variance in the artificial neural networks, the location was around a general
area instead. The intersection points, determined in Cartesian coordinates, were then used as inputs to a fuser network, which in turn determined the damage location.

Thus, for damage detection and location, the system was reduced to two agents. The first agent was used to determine if damage was present in the scanning region. This agent would output the presence of damage as a number ranging from 0 to 1.5, based on the damage size. If a certain threshold was reached, then the set of signals was determined to be the results of a damage presence, and a locator agent would be activated. This damage sizing factor was used as an additional input parameter in the damage locator agent. A diagram of this two-agent system is illustrated in Figure 5.10. From this, a four-sensor, SHM system was developed, combining the abilities of artificial neural networks with the use of multi-agent system to obtain an accurate assessment of the change in an ultrasonic signal to detect damage.

Figure 5.9 Angle orientation for artificial neural networks to locate positioning.

Figure 5.10 Flow chart of two-network system for four-sensor block.
CHAPTER 6
RESULTS AND DISCUSSION

The experiments and methods described in Chapter 5 were conducted with an ultrasonic testing system to detect simulated damage on a laminate composite that was similar in configuration to aerospace industry structures. The experiments were separated into a damage-severity detection system and a damage-positioning system. This chapter presents a summary of and the results for all of these different experiments, including several theoretical configurations for a structural health monitoring system, which combines ultrasonic testing sensor systems and artificial neural network systems. Then this is compared to current inspection programs in the aerospace industry.

6.1 Damage Severity

The first agent of the SHM system was damage severity. As described in the previous chapter, damage wafers were placed on the surface of the composite laminate for experimentation. The signal with a damage presence was compared to an undamaged state. For initial training, all data points were used in a single dataset. The following measures were taken from each signal: amplitude, time of flight, rise time, and duration. A fifth measure, energy, was calculated using these traits. Energy consists of the area under the wave envelope, which can be approximated using the previous measures. For the ANNs, the energy trait was used as an input, since it incorporates most of the other wave properties. This is similar to the damage index approach of Rose [17]. The best trait for damage identification was determined to be the energy signal. From the set of experiments described in Section 4.4, different measures of a strain wave were compared to determine the effects of simulated and physical damage. From this, it was concluded that the duration of a wave and rise-time remained unchanged. The amplitude and time of flight had effects on an energy measure of the wave. Experimentation by Rose demonstrated that an integral factor could be used to relate a strain wave characteristic and could be altered significantly in the presence of damage. Following these conclusions, the energy measure of the strain wave was determined to be used for this experiment.

A feed-forward network was chosen for the damage-severity agent. Four sub-artificial neural networks were constructed, one for each actuator, resulting in three actuator-to-sensor paths. Input for the artificial neural network was the energy difference from the three paths, and the output was damage size. The ANNs had three input neurons, one hidden layer of 3 nodes with sigmoid activation functions, and one output neuron. Since damage size was always greater than zero, a sigmoid function was determined to be the most suitable for this application. Additional nodes in the hidden layer or additional hidden layers did not affect the results of learning datasets, so the
smallest network was chosen. Once all four networks were trained and generated an output, results were fed into a self-organizing map feed-forward hybrid network to function as a fuser for the data. The architecture here is similar to the favored ANN in experiments described in Chapter 4. This network had four results of the four networks as its input, and the damage severity for the scanning area as its output. The purpose of the ANN hybrid as a fuser was to allow any bias from a particular actuator to be accounted for and adjusted in a pattern-recognition network. The SOM feed-forward hybrid network allowed for any patterns present between the various actuator signals to be included in the combination results. Results for the individual frequency results are presented in Figure 6.1, which indicates a large spread in the results of all frequencies. The values for the “undamaged” state, or damage with a value of 0, are grouped tighter, but a plot of points can make this difficult to see.

![Figure 6.1](image)

Figure 6.1 Training set results for damage severity, based on frequency of strain waves used (units in inches).
Figure 6.2 shows 95% confidence intervals for the same data. In these plots, each target value has a spread of predictions from the multi-agent system. Each bar for a target value contains a range of 95% of the data, assuming a normal distribution. The middle mark in each bar is the mean. If the bars do not overlap in prediction values of two target values, then they are considered to be statistically significantly different. This comparison method was employed to validate the multi-agent systems developed in this dissertation.

In these plots, significant difference occurs for the 100 kHz frequency, where any damage greater than 1 in. diameter was detectable, thus demonstrating that using one frequency is not a good solution for this sensor configuration. Previous experimentation (see Chapter 4) used multiple frequency inputs for ANN sets. This led to a hypothesis that information between frequencies could provide more information to artificial neural networks.
Four systems were created again, but the data from all four frequencies was put into each network. The artificial network used a set of 12 inputs, consisting of the energy differences for three paths with four different frequencies. The output consisted of the simulated damage size with diameters of 0 in., 0.375 in., 0.5 in., 0.75 in., 1 in., and 1.5 in. Three hidden layers had hidden nodes of 10 nodes, 7 nodes, and 3 nodes. Notation for the network setup was [12 / 10 / 7 / 3 / 1]. This architecture had a decrease in nodes per hidden layer, compressing the data slowly to a single output value. Architectures with only one or two hidden layers seemed to truncate too much information too quickly, resulting in poor training. The learning was delta rule learning, where weight updates between each layer of the network were updated after each input to the output dataset. The activation functions were sigmoid. Since all values were above zero, this was determined appropriate. The results of these four systems were collected together into a fuser network composed of an SOM feed-forward hybrid network configuration. The map was a Kohonen layer of 10 x 10 nodes fed into a 5-node hidden layer and then a final output. The hidden layer was trained via backwards propagation. The SOM feed-forward hybrid network was determined to help with any bias that may be present in a single actuator set. If a sensor went out, then theoretically the SOM could adjust itself accordingly to account for a malfunctioned sensor through pattern recognition. Results of this training are displayed in Figure 6.3. There was some spread in the resulting values, so as was done previously, the data is displayed as 95% confidence intervals in Figure 6.4. There were some outliers in the results of this training; however, for statistical verification, the comparison of data as confidence intervals is used to determine the significance of the results.

Figure 6.3 Training set results for damage severity (units in inches).
The 95% confidence intervals for the six damage sizes trained had a much smaller spread, compared to the individual frequencies. This demonstrated that there is some link between the information held in different frequencies, and this can be “learned” by an artificial neural network system. The smaller the size of damage resulted in less confidence in damage sizing. However, there was significant difference between no damage and the 0.375 in.-diameter damage with 95% confidence. This shows that with 95% confidence, the system is capable of detecting damage that is 0.375 in. in diameter.

The system was verified through a bootstrap method. The data was trained on 80% of the datasets and tested on the remaining 20%. Results were similar to those of the training set. There was a larger range in the 95% interval. However, the results still indicated a significant difference between no damage presence and at least 0.375 in.-damage presence. Figure 6.5 shows the results of two samples of the testing sets from a bootstrap method. The smaller damage sizes had a larger spread, indicating less accuracy or confidence in results. But the “undamaged” prediction was always significantly different. This aids in validating artificial neural networks used to determine the presence and severity of damage for the scanning region of the composite laminate in experimentation.

From Figures 6.4 and 6.5, 95% confidence was shown in determining whether damage is of size 0.375 in. or larger. In both figures, this is due to the significant difference in the 95% confidence between damage of size 0 in. and size 0.375 in. In the flow chart shown previously shown in Figure 5.10, the size-prediction network was used to also determine if damage is present in the structure. A filter with a hard threshold was used to differentiate the results from the size-prediction network to either “damaged” or “undamaged.” A threshold of 0.2 in. was used for
this research. This is a conservative number because it is on the lower end of the range of detection for the 0.375-in. damage. The determining factor for this would be to have the system respond with a small damage point or false reading, rather than not detect any possible damage. The resulting values with predictions above the 0.2 threshold line were assumed to be the result of damage presence and carried over into the next agent, damage positioning.

![Figure 6.5 Bootstrap testing results for two different samplings (units in inches).](image)

### 6.2 Damage Location

The most promising results of the size-prediction network were from the setup of all four frequencies simultaneously. The flowchart shown previously in Figure 5.8 describes the size-prediction network. Here, each sub-network used 12 inputs, four frequencies over three paths. The output was a damage-severity factor. The damage-positioning network (see previous Figure 5.9) operates in a similar manner to the size-prediction network. The damage-severity factor, or output of the sizing network, was added as an additional input to the damage-positioning network. Since the size of the damage affects the signals obtained for ultrasonic scanning, this prediction was assumed to be useful information in training a damage-positioning network. Therefore, each of the four sub-agent networks in the damage-positioning network had 13 inputs. These were fed into an SOM feed-forward hybrid network, which had an output of the angle of damage positioning. Each artificial neural network consisted of a Kohonen level of 20 x 20 nodes and one hidden layer of 5 nodes. Figure 5.9 includes an illustration of the angle orientation used for the output set. The results from the individual training sets are shown in Figure 6.6. The correlation between the target and predicted angles is close to a trend line, but some scatter is present. Therefore, another fuser network was implemented.
Figure 6.6 Angle positions of artificial neural networks for individual actuator sets (units in degrees).

The output of these sub-agent networks was to be an angle value. From the set of experiments, described in Section 4.3, it was concluded that a self-organizing map can identify the angle of damage within a domain. Since the radius was never shown to train well in that experiment set, an alternative method was developed. Because the outputs of these four sub-agents are an angle and no radius, the result would be four lines of possible damage locations. The four lines will intersect one another, forming six intersection points. These intersection points ideally would be the same and at the damage position. However, due to some scatter in the data, these will cluster around the damage location. A final self-organizing map was developed to input the six intersection points and predict the position of the damage. The six intersection points were provided as Cartesian points, resulting in twelve inputs. The origin was placed at Actuator 1, and the units used for the points were in inches. Actuator 1 was considered point (0,0), and Actuator 3 was considered point (4,4), or 4 in. away from the origin in both the x- and y-directions. There were two outputs. Figure 6.7 shows the predicted point results, indicating a spread of data, and Figure 6.8 contains the data, reconfigured to be 95% confidence intervals.
From these plots, it can be seen that positioning makes a significant difference in predicting damage 1 in. apart in the x- and y-directions throughout the scanning domain. Results were further examined by determining the distance between the predicted location and the actual damage location. The histogram shown in Figure 6.9 provides the frequencies of predicted and actual distances in nine evenly spaced bins. This follows a Weibull distribution, since there cannot be a negative distance, with an average of 0.522-in. difference. A majority of the distances are below the 1-in. mark, which verifies the result of the 95% confidence intervals shown in Figure 6.8.
Similar to the damage-severity ANN, the bootstrap datasets were carried through the positioning artificial neural network system as well. A sampling of the results from testing sets is presented in Figure 6.10. Results show that there is a significant difference among damage located on the boarder of the scanning region, while damage inside the region is not as significantly different. Since damage on the boarders is on a direct actuator-to-sensor path, this type of result is expected. Although some of the internal scanning locations overlap others in predictions, as evidenced in Set 4 of Figure 6.10(b), if there is enough data for the system to train on, then the distinctions in location can be made. This is shown in the initial training results shown previously in Figure 6.8, where the system had the entire domain to train.

This experimentation research has demonstrated that an artificial neural network system could be implemented with an ultrasonic sensor system to detect and locate damage. More frequencies scanned by the system can result in more information. This research has determined that with more scanning frequencies, artificial neural network systems can be trained to have higher accuracy in damage severity and location.
Figure 6.10 Sample of results from testing dataset of bootstrap datasets for damage location (units in inches).

6.3 Expanded Research for Structural Health Monitoring System

The four-sensor system was verified to be capable of detecting and locating damage within a small square area. The next layer in this multi-agent system would be to examine the effects of having two adjacent four sensor agents. For this layer, an agent is defined as a four sensor system. This system could contain two four sensor systems, which share two sensors at a connected boundary. These two agents could then scan for damage within their square, but could collaborate on any damage results close to their shared boundary. Figure 6.11 contains an illustration of two agents sharing a boundary. The darken region is predicted to be detectable by both agents.
Forms of communication, either at the sub-agent layers of damage size and location or at the agent layer could be shared. The objective would be to provide a more accurate damage assessment on the shared boundary between the sensor agents. Once a suitable method is established, a second shared boundary could be introduced. This would form a three-agent system with one agent sharing two boundaries. Figure 6.12 illustrates this setup.

This process could be extended to four agents with four shared boundaries, as shown in Figure 6.13(a). There could be potential for the overlapping of multiple detectable regions. The scope of this research is for a four-sensor agent and the possibility of sharing one boundary. However, this setup results in a modular system, which could be expanded indefinitely to cover a composite laminate of infinite size.

Current ultrasonic testing approaches include scanning all possibilities of paths. For example, consider a nine-sensor system. This can be broken down into a four-agent system as shown in Figure 6.13(b) and could consist of 48 different paths. Removing redundant actuator-to-sensor paths, the system could be reduced to 40 paths. All
possible actuator-to-sensor paths involve seventy-two paths. The SHM system uses about 44% less scanning paths, which would decrease scanning time. This idea could be extended to larger sizes of square sensor systems.

Figure 6.13 Nine-sensor system forming three areas of detection and four neighboring boundaries.

Table 6.1 contains a comparison of the number of paths required for scanning in both the SHM system and for every possible scanning path. As more paths are included in scanning, more comparisons would have to be made by any post-processing system. For the SHM system, the detecting method would remain on a localized scale. This would result in a decentralized damage-detection system with fewer computations to perform while maintaining the accuracy of systems with many paths to compare. This could reduce scanning time as well as processing time to obtain a close to real-time damage assessment of the structural component.

TABLE 6.1
NUMBER OF SCANNING PATHS WITH SQUARE SCANNING AREA

<table>
<thead>
<tr>
<th>Sensor Count on Edge</th>
<th>Actuator-to-Sensor Paths</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total Sensors</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
</tr>
<tr>
<td>5</td>
<td>25</td>
</tr>
<tr>
<td>6</td>
<td>36</td>
</tr>
</tbody>
</table>
6.4 **Comparison to Current Inspection Methods**

The current methods of inspection involve different forms of nondestructive inspection methods at different intervals in a structure’s life. Each item in a structure could have differing inspections, which can result in more downtime of an aircraft, based on the structure to be analyzed. Thousands of structural details on an aircraft are analyzed individually, and each has an inspection program in place.

These programs have been developed to determine a scanning interval, based on the probability to detect damage and, at an early enough stage, to prevent any catastrophic failure. However, these inspection intervals are measured in years and thousands of flights for commercial airlines. In comparison, with a structural health monitoring system in place, the probability to detect damage continuously during each flight would drastically increase. An SHM system would allow for a sensor network to be in place, constantly scanning for damage severity and location and possibly predicting a part’s remaining life. The researched method of combining artificial neural networks to ultrasonic sensors is a novel approach to the development of SHM systems. The ability of ANNs allows them to adapt to new structures and be trained to identify damage. Their implementation could reduce the number of details, which need individual inspection programs, since the neural network system could adapt to new structures. Only a single four-sensor agent would need to be trained per region or structural detail, which could then be repeated over similar details or structural areas. The result could be a faster response time to the onset of damage, while minimizing downtime of an aircraft for inspections. The same conclusion could be drawn for wind turbines at a wind farm as well as spacecraft or any other aerospace structure. The results from this research demonstrate a novel method for data interpretation of an ultrasonic sensor structural health monitoring system. An SHM system could reduce not only downtime of aerospace structures in a fleet but also analysis required for new aerospace systems.
CHAPTER 7
CONCLUSION AND FUTURE WORK

This objective of this dissertation research was to develop the basic structure of a structural health monitoring system. It utilized bonded ultrasonic sensors to detect the internal damage of a composite laminate, as used in common aerospace structures. Ultrasonic sensors are capable of sending strain waves through a structural component by means of an actuator and sensor. Strain waves will distort due to travel distance and a structure’s geometric boundaries. From a known state, an ultrasonic sensor system will have known signals produced. If damage is introduced to the structure, then the signals will change. The goal of this research was to obtain information about damage size and location based on differences in ultrasonic signals between a known “undamaged” state and an unknown state. Artificial neural networks were implemented as a post-processing of wave signals. These have the ability to “learn” damage signal changes and predict future damage sightings in the structure. The system developed in this dissertation demonstrates that ANNs can be used as a post-processor for ultrasonic sensor signals. The system presented used a combination of four sensors, acting in sub-agents to assess the damage state of a laminate. The results were combined by a fuser to increase the accuracy of predicting damage size and location. It was shown that the multi-agent system, consisting of smaller artificial neural networks was capable of detecting damage of size 0.375 in. or larger with 95% confidence. For damage larger than 0.75 in., there was a 95% confidence in the size prediction. The damage location could be predicted to within 1 in. with 95% confidence. It was demonstrated that different frequencies contain more information, which can increase the accuracy of results. The research in this dissertation validated the use of ANNs and multi-agents systems for use in a structural health monitoring system with ultrasonic sensors.

However, the experiments performed in this dissertation were the initial stages in the development of an SHM system. This project could be expanded into future research. For a four-sensor network, other artificial neural network architectures could be examined. Different learning rates, numbers of nodes, activation functions, or other concepts in the formation of feed-forward and self-organizing map networks could be examined. The structure and material could be altered as well. In this dissertation, a composite laminate was chosen, due to its complexity, but metal structures are still being used in the aerospace industry. Structures with metals can become complex, so studies into the analysis of other materials or complex geometries that are found in aircraft, wind turbines, or other aerospace structures could be examined. The number of sensors could be altered as well. An additional layer of
agent post-processing could be added to the system, combining results from neighboring four-sensor groups. This would lead to a decentralized damage-detection sensor system, which could detect damage at multiple locations in a structure while operating in real-time throughout the structure. After a system is deemed sufficient at detecting and locating damage, effects in damage over time could be studied. Changes in size, based on loading cycles could be performed with such a detection system. Studies into the damage growth rate and lifetime of a structure could potentially be assessed by such a real-time system. The results of such studies could decrease the amount of ground inspections of aircraft, for example. Aircraft could be repaired after a known number of flight hours, based on crack-growth detections.

Many researchers are investigating the possibilities of a structural health monitoring system for aerospace systems. For those investigating ultrasonic testing methods, complex analytical methods are being studied. The use of artificial intelligence methods in this research allowed for some complexities of aerospace structures to exist, while maintaining an accurate detection of damage. The research presented in this dissertation was the initial investigation on the basic structure of a modular sensor system. Through four piezoelectric disks, a basic SHM system is expected to be capable of scanning for small damage on any thin-walled structure. This research could be expanded to develop structural health monitoring the size of an entire structure to scan for damage in real-time and assess the remaining life and performance in the near future.
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B.1 Laminate Composites Properties

The following code utilizes classical laminar plate theory to obtain the general stresses and strains within a laminate composite. The properties must be adjusted within the first section of the code to satisfy the condition requirements.

```matlab
function composites_main_2

% Written by: Zachary Kral
% Date: Spring 2010
% Combines sub-functions together to form composites analysis program. Go
to setup section below to provide inputs for data analysis.
% Files to be read: Properties text file - matrix with each column as
% column as a material I.D.
% Functions used: ply_format.m
% prop_to_Q.m
% trans.m
% uf_solve.m

% Path to write output files and plots
% Location of subfunctions
% - Tolerance -
% Anything less than this number will be considered a zero value in any
calculations.
tol = 1e-10;

% - Material Properties and output file -
% Specify text file name for material lists. Put materials into column form
% for material.
% NOTE: '.txt' is optional to include
filename_prop = 'comp_prop';
filename_out = 'p3 laminate';
strain_strain_plot = 'Example stress-strain';
% Do NOT include a suffix. This name is
% for plots to be saved. Two plots are
% created and have GLOBAL or LOCAL added
% to the end to distinguish between the
% two co-ordinate systems.
interlaminar_plot = 'Example interlam';
% Do NOT include a suffix.

% - Ply configuration -
% Use compressed version of ply layout and use ply_format to extend to long
% format.
ply = [45,-45,0,90,45,-45,0,45,-45];    % (degrees) in Integer values
rep = [1,1,3,1,1,1,2,1,1];    % Number of times the plies repeat
iteration = 3;        % Number of times the stacking sequence repeats
```
ply_mat = [1,1,1,1,1,1,1,1,1]; % Material I.D. number. Must be same length as ply
ply_t = 0.01*[1,1,1,1,1,1,1,1,1]; % Ply thickness. Must be the same length as ply

ply = ply_format(ply, 's', rep, iteration);
ply_mat = ply_format(ply_mat, 's', rep, iteration);
ply_t = ply_format(ply_t, 's', rep, iteration);

% INPUT:ply count (condensed)
% 's' for symmetric/'o' for odd symmetric/'a' for asymmetric
% [i,i,i,...] for repition of plies
% j for repitition of entire set

% NOTE: Keep the three above the same for symmetric laminates.

points_per_ply = 4; % Number of points to be calculated for stress and
% strain values

%----------
% - Applied loads -
% Use given values of load or displacemnt to determine the remainder.
% NOTE: Be careful of UNITS. Make sure they match units of material
% properties.
NM = [0, 0, 0, 20, 0, 0]';
strain = zeros(1,6);
NM_binom = ones(1,6);
strain_binom = strain;

% binom parts are used to specify known and unknown variables
% 0 = unknown
% 1 = known

% - Free-edge parameters -
width = 2; % width of plate. To be used if only normal force is applied
% (to determine the free edge stresses)
free_edge_dist = 0; % specific distance from free edge to calculate the six
% components of stress in GLOBAL system
% NOTE: needs to be less than width/2

% - Moment applied for beam problems -
Qx = -6.5; % Force in Qx direction
dQx_dx = 1; % Derivative of Qx term

%----------
% SETUP FILES AND PATHS -
% Used for sub-functions
addpath C:\'Documents and Settings\user06\Desktop\'MATLAB Common Programs'

% Setup file to have output data
try
file = fopen([filename_out, '.txt'], 'wt'); %#ok<CTCH>
catch
file = fopen(filename_out, 'wt');
end
fprintf(file, 'Analysis and Output Verification of Steps\n\n');

%----------
% - Q(Local) AND LAYUP -
%
try
prop = load([filename_prop, '.txt']); %#ok<CTCH>
catch
prop = load(filename_prop);
end

% Assemble local Q matrices based on material
Q = zeros(3,3,length(prop(1,:)));
for i = 1:length(prop(1,:))
Q_temp = prop_to_Q(prop(:,i));
Q(:,:,i) = Q_temp;
end

% Print out to verify Q(local) and ply layout
fprintf(file,\'MATID \t Q11 \t Q12 \t Q22 \t Q66 \n\');
for i = 1:length(Q(:,1,:))
    fprintf(file,\%3d \t%10.3e \t%10.3e \t%10.3e \t%10.3e
\');
    Q(i,1,1),Q(i,1,2),Q(i,2,2),Q(i,3,3);
end

% Print out to verify Q Bar's
fprintf(file,\'QBAR-MATRIX ELEMENTS FOR EACH LAYER\n\');
for i = 1:length(ply)
    fprintf(file,\%6d \t%+10.3e \t%+10.3e \t%+10.3e \t%+10.3e\n\');
    Q_bar(i,1,1),Q_bar(i,1,2),Q_bar(i,1,3),Q_bar(i,2,2),Q_bar(i,3,3);
end

% Assemble A, B, and D matrices
A = zeros(3);  
B = zeros(3);  
D = zeros(3);  
h_global = zeros(length(ply)+1,1);  
h(1) = -sum(ply_t)/2;  
if k < length(ply)
    A(i,j) = A(i,j) + Q_bar(i,j,k)*h(2)-h(1);  
    B(i,j) = B(i,j) + Q_bar(i,j,k)*h(2)^2-h(1)^2;  
    D(i,j) = D(i,j) + Q_bar(i,j,k)*h(2)^3-h(1)^3;  
end

% Determine summations for A B & D matrices
for i = 1:length(ply)
    for j = 1:3
        A(i,j) = A(i,j) + Q_bar(i,j,k)*h(2)-h(1);  
        B(i,j) = B(i,j) + Q_bar(i,j,k)*h(2)^2-h(1)^2;  
        D(i,j) = D(i,j) + Q_bar(i,j,k)*h(2)^3-h(1)^3;  
    end
end
h_global(p) = h(1);  
p = p+1;

% Reduce for computer error
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for i = 1:3
    for j = 1:3
        if A(i,j) < tol
            A(i,j) = 0;
        end
        if B(i,j) < tol
            B(i,j) = 0;
        end
        if D(i,j) < tol
            D(i,j) = 0;
        end
    end
end
% Assemble larger matrix
ABD = [A, B;
      B, D];
% Print out to verify A, B, and D matrices
for k = 1:3
    switch k
        case 1
            fprintf(file, '
A-MATRIX
');
            ABD_temp = A;
        case 2
            fprintf(file, '
B-MATRIX
');
            ABD_temp = B;
        case 3
            fprintf(file, '
D-MATRIX
');
            ABD_temp = D;
    end
    for i = 1:3
        fprintf(file, '\t\t');
        for j = 1:2
            fprintf(file, '%+12.4e	', ABD_temp(i,j));
        end
        fprintf(file, '%+12.4e
	', ABD_temp(i,j+1));
    end
end
fprintf(file, '\n----------------------------------------------------
');
fprintf(file, '\n----------------------------------------------------

');
% - SOLVE FOR LOADS AND MID-PLANE STRAINS -

[strain_0,NM] = uf_solve(ABD,strain,NM,strain_binom,NM_binom);
% Print out to verify Load and mid-plane strains
fprintf(file, '\nLOAD VECTOR
');
fprintf(file, '\t    Nxx 	    Nyy 	    Nxy 	    Mxx 	    Myy 	    Mxy
	');
for i = 1:(length(NM)-1)
    fprintf(file, '%+8.2f
	', NM(i));
end
fprintf(file, '%+8.2f


');
fprintf(file, '\nMID-PLANE STRAINS & CURVATURES
');
fprintf(file, '\t   exxo 	   eyyo 	   exyo 	   kxxo 	   kyyo 	   kxyo
	');
for i = 1:(length(strain_0)-1)
    fprintf(file, '%+11.3e
	', strain_0(i));
end
fprintf(file, '%+11.3e


');
fprintf(file, '\n----------------------------------------------------
');
fprintf(file, '\n----------------------------------------------------

');
% - SOLVE FOR GLOBAL STRESS AND STRAIN -

% Setup output array
clear h
p = 1;
for i = 1:(length(h_global)-1)
\[ h(p:(p+\text{points\_per\_ply}-1)) = h_{\text{global}}(i):\text{ply\_t}(i)/(\text{points\_per\_ply}-1):h_{\text{global}}(i+1); \]
\[ p = p+4; \]

\%---------
\% Mid-plane strain to GLOBAL strain
\text{strain\_xy} = \text{zeros}(4,\text{length(h)});
\text{p} = 1;
\text{for} \ i = 1:\text{length(\text{ply})}
\text{for} \ j = 0:(\text{points\_per\_ply}-1)
\text{strain\_xy}(1:3,p+j) = \text{strain\_0}(1:3) + h(p+j)*\text{strain\_0}(4:6);
\text{strain\_xy}(4,p+j) = h(p+j); \% \text{Keep track of distance, z}
\text{end}
\text{p} = p+\text{points\_per\_ply};
\text{end}
\%---------
\% GLOBAL strain to GLOBAL stress
\text{stress\_xy} = \text{zeros}(\text{size(\text{strain\_xy})});
\text{p} = 1;
\text{stress\_xy}(1:3,1) = Q_{\text{bar}}(:,:,p)*\text{strain\_xy}(1:3,1);
\text{stress\_xy}(4,:) = \text{strain\_xy}(4,:);
\text{for} \ i = 2:\text{length(\text{strain\_xy}(1,:))}
\text{if} \ \text{strain\_xy}(4,i) == \text{strain\_xy}(4,i-1)
\text{p} = p+1;
\text{end}
\text{stress\_xy}(1:3,i) = Q_{\text{bar}}(:,:,p)*\text{strain\_xy}(1:3,i);
\text{end}
\%---------
\% Print out to verify GLOBAL strains and stresses
\text{fprintf(file,'\nGLOBAL STRAIN & STRESS DISTRIBUTIONS ACROSS LAMINATE \'});
\text{fprintf(file,'THICKNESS\n');}
\text{fprintf(file,'\text{Num\_er of points\_per\_ply = } %d\text{\_n}',\text{points\_per\_ply});}
\text{fprintf(file,'\text{Units - Strain:in/in  Stress:psi\n');}
\text{fprintf(file,'\text{z} \ \text{exx(z)} \ \text{eyy(z)} \ \text{exy(z)} \ \text{Sxx(z)} \ \text{Syy(z)} \ \text{Sxy(z)}\n');}
\text{fprintf(file,'\text{+8.4f} \text{\t},\text{strain\_xy}(4,1));}
\% \text{Strains}
\text{for} \ j = 1:3
\text{fprintf(file,'\text{+8.3e\t},strain\_xy(j,1));}
\text{end}
\% \text{Stresses}
\text{for} \ j = 1:3
\text{fprintf(file,'\text{+8.3e\t},stress\_xy(j,1));}
\text{end}
\text{fprintf(file,'\n');}
\text{for} \ i = 2:\text{length(\text{strain\_xy}(1,:))}
\text{if} \ \text{strain\_xy}(4,i) == \text{strain\_xy}(4,i-1)
\text{fprintf(file,'- - - - - - - - - - - - - - - - - - - - - - - - - ');}
\text{fprintf(file,'- - - - - - - - - - - - - - - - - - -
');}
\text{end}
\text{fprintf(file,'\text{+8.4f\t},strain\_xy(4,i));}
\% \text{Strains}
\text{for} \ j = 1:3
\text{fprintf(file,'\text{+8.3e\t},strain\_xy(j,i));}
\text{end}
\% \text{Stresses}
\text{for} \ j = 1:3
\text{fprintf(file,'\text{+8.3e\t},stress\_xy(j,i));}
\text{end}
\text{fprintf(file,'\n
');}
\text{fprintf(file,'\n----------------------------------------------------');}
\text{fprintf(file,'----------------------------------------------------
');
\%---------
\% - SOLVE FOR LOCAL STRESS AND STRAIN -
\%---------
\% GLOBAL strain to LOCAL strain
\text{strain\_12} = \text{zeros}(\text{size(\text{strain\_xy}))};
p = 1;
[T,T_hat] = trans(ply(1));
strain_12(1:3,1) = T*strain_xy(1:3,1);
strain_12(4,:) = strain_xy(4,:); % Keep track of distance, z
for i = 2:length(strain_xy(1,:))
    if strain_xy(4,i) == strain_xy(4,i-1);
        p = p+1;
    end
    [T,T_hat] = trans(ply(p));
    strain_12(1:3,i) = T*strain_xy(1:3,i);
end

%----------
% LOCAL strain to LOCAL stress
stress_12 = zeros(size(strain_xy));
p = 1;
stress_12(1:3,1) = Q(:,:,ply_mat(1))*strain_12(1:3,1);
stress_12(4,:) = strain_12(4,:);
for i = 2:length(strain_xy(1,:))
    if strain_xy(4,i) == strain_xy(4,i-1);
        p = p+1;
    end
    stress_12(1:3,i) = Q(:,:,ply_mat(p))*strain_12(1:3,i);
end

%---------
% Print out to verify LOCAL strains and stresses
fprintf(file,'STRAIN & STRESS DISTRIBUTIONS ACROSS LAMINATE THICKNESS');
fprintf(file,'IN LOCAL CO-ORDINATES
Numer of points per ply = %d
Units - Strain:in/in  Stress:psi

     z  e11(z)  e22(z)  e12(z)  S11(z)  S22(z)  S12(z)
%+8.4f  %+8.3e  %+8.3e  %+8.3e  %+8.3e  %+8.3e  %+8.3e
%-8.2f  %-8.2f  %-8.2f  %-8.2f  %-8.2f  %-8.2f  %-8.2f');
for i = 2:length(strain_xy(1,:))
    if strain_xy(4,i) == strain_xy(4,i-1);
        fprintf(file,'%+8.4f  %+8.3e  %+8.3e  %+8.3e  %+8.3e  %+8.3e  %+8.3e
%-8.2f  %-8.2f  %-8.2f  %-8.2f  %-8.2f  %-8.2f  %-8.2f');
    end
end

%------------------------------------------------------------------------
%------------------------------------------------------------------------
% CREATE PLOTS OF GLOBAL AND LOCAL STRESS AND STRAIN DISTRIBUTIONS -

for i = 1:4
    switch i
    case 1
        temp = strain_xy;
        name = 'Global Strain_{xy}';
        xname = 'Global Strain \epsilon';
        count = 4:6;
        p = 1;
    case 2
        temp = stress_xy;
        name = 'Global Stress_{xy}';
    end
end
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xname = 'Global Stress \sigma';
count = 1:3;
case 3
  temp = strain_12;
  name = 'Local Strain_{12}';
  xname = 'Local Strain \epsilon';
  count = 4:6;
  p = 2;
case 4
  temp = stress_12;
  name = 'Local Stress_{12}';
  xname = 'Local Stress \sigma';
  count = 1:3;
end
figure (p)
for j = 1:3
  subplot(2,3,count(j));
  plot(temp(j,:),temp(4,:),'bx-');
  % Label plots correctly
  k = count(j);
  switch k
    case 1
      if p == 1
        h1 = xlabel([xname,'_{xx} (psi)']);
      else
        h1 = xlabel([xname,'_{11} (psi)']);
      end
    case 2
      if p == 1
        h1 = xlabel([xname,'_{yy} (psi)']);
      else
        h1 = xlabel([xname,'_{22} (psi)']);
      end
    case 3
      if p == 1
        h1 = xlabel([xname,'_{xy} (psi)']);
      else
        h1 = xlabel([xname,'_{12} (psi)']);
      end
    case 4
      if p == 1
        h1 = xlabel([xname,'_{xx} (in/in)']);
      else
        h1 = xlabel([xname,'_{11} (in/in)']);
      end
    case 5
      if p == 1
        h1 = xlabel([xname,'_{yy} (in/in)']);
      else
        h1 = xlabel([xname,'_{22} (in/in)']);
      end
    case 6
      if p == 1
        h1 = xlabel([xname,'_{xy} (in/in)']);
      else
        h1 = xlabel([xname,'_{12} (in/in)']);
      end
  end
  if count(j) == 2 || count(j) == 5
    h3 = title(name);
  end
  h2 = ylabel('Distance from mid-surface (in)');
end
if count(j) == 2 || count(j) == 5
  h3 = title(name);
end
h2 = ylabel('Distance from mid-surface (in)');

% Format plots
set(gca,'FontSize',6);
for j2 = 1:2
  eval(['set(h,'num2str(j2),'"FontSize",6);']);
end
end

% Save plots as *.png images
for i = 1:2
  figure (i)
  set(gcf,'PaperUnits','inches','PaperPosition',[0 0 5 5]);
  if i == 1
    print('-dpng', [strain_strain_plot,'_GLOBAL.png', '-zbuffer']);
  else
    print('-dpng', [stress_strain_plot,'_GLOBAL.png', '-zbuffer']);
  end
end
print('-dpng', [strain_strain_plot, '_LOCAL.png'], '-zbuffer');
end
close
end

fprintf(file, '----------------------------------------------------
');
fprintf(file, '----------------------------------------------------

% - FREE EDGE STRESSES (IN-PLANE LOADS APPLIED) -
%

% Check for possible free edge conditions
if NM(1) > tol
    free_edge_perform = 'y';
    for i = 2:3 % Just look at in-plane running loads
        if NM(i) > tol
            free_edge_perform = 'n';
            break
        end
    end
else
    free_edge_perform = 'n';
end

h_thickness = h_global(length(h_global)) - h_global(1);
if free_edge_perform == 'y';
    sigma_0 = NM(1)/h_thickness;
    ply_count = length(ply);
    % Average global stress in each ply
    stress_xy_avg = zeros(4,length(ply));
    p = 1;
    for i = 1:ply_count
        for j = 1:3
            stress_xy_avg(j,i) = mean(stress_xy(j,p:(p+points_per_ply-1)));
        end
        p = p+points_per_ply;
    end
    % q0 and p0 values
    q0 = zeros(ply_count,1);
    q1 = q0;
    p0 = zeros(ply_count,1);
    p1 = p0;
    p2 = p0;
    for i = 1:ply_count
        q0(i) = stress_xy_avg(3,i)/sigma_0;
        if abs(q0(i)) < tol
            q0(i) = 0;
        end
        p0(i) = stress_xy_avg(2,i)/sigma_0;
        if abs(p0(i)) < tol
            p0(i) = 0;
        end
    end
    % Setup for first ply
    q1(1) = -h_global(1)/h_thickness*q0(1);
    p1(1) = -h_global(1)/h_thickness*p0(1) + h_global(1)/... 
          (2*h_thickness)*p0(1));
    % Remaining plies
    for k = 2:ply_count
        q1(k) = q1(k-1) + h_global(k-1)/h_thickness*(q0(k-1) - q0(k));
        p1(k) = (1/ply_count)*sum(p0(1:k-1)) - h_global(k)/... 
               h_thickness*p0(k);
        p2(k) = p2(k-1) + (p1(k-1) - p1(k))*h_global(k)/... 
               (p0(k-1) - p0(k))*h_global(k)/2/(2*h_thickness^2);
    end

% Print out to verify q0, q1, p0, p1, p2
free_edge_constants = [q0, q1, p0, p1, p2];
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```matlab
fprintf(file, '\n\nPLY-LEVEL CONSTANTS\n');
fprintf(file, 'PLY#  Q0    Q1    P0    P1    P2\n');
for i = 1:ply_count
    fprintf(file, '%d\t', i);
    for j = 1:5
        fprintf(file, '%+8.5f\t', free_edge_constants(i, j));
    end
    fprintf(file, '\n');
end
fprintf(file, '\n\n----------------------------------------------------
----------------------------------------------------\n\n');
% Find stresses at SPECIFIED DISTANCE
R = 90/7;
C = 1/5;
b = width/2;
% Double the count of points for plotting purposes
z(1) = h(1);
p = 2;
for i = 2:length(h)
    if h(i) == h(i-1)
        z(p) = (h(i)+h(i-1))/2;
        p = p+1;
    end
    z(p) = h(i);
p = p+1;
end
z = z';
p = 1;
for i = 1:length(z(:,1))
    if i > 1.5
        if z(i, 1) == z(i-1)
            p = p+1;
        end
    end
    z(i, 2) = stress_xy_avg(1, p);
    % Sigma_xy
    if free_edge_dist < h_thickness/3
        z(i, 3) = 9*sigma_0*p0(p)/7*(free_edge_dist/h_thickness)^2.*
                    (5-6*free_edge_dist/h_thickness);
    elseif free_edge_dist < h_thickness
        z(i, 3) = -sigma_0*p0(p)/7*(2-18*free_edge_dist/h_thickness
                    + 9*(free_edge_dist/h_thickness)^2);
    else
        z(i, 3) = sigma_0*p0(p);
    end
    % Sigma_yz
    if free_edge_dist < h_thickness
        z(i, 4) = 2*(free_edge_dist/h_thickness - 1)*q0(p)*h_thickness*sigma_0;
    elseif free_edge_dist < h_thickness/3
        z(i, 4) = 36/25*(free_edge_dist/h_thickness)^2*sig_yzM;
    elseif free_edge_dist < h_thickness
        z(i, 4) = 36/25*(1 - free_edge_dist/h_thickness)*sig_yzM;
    else
        sig_yzM = -25/14*p1(p) + z(i, 1)/h_thickness*p0(p))*sigma_0;
        if free_edge_dist < h_thickness/3
            z(i, 6) = 36/25*(free_edge_dist/h_thickness)^2*sig_yzM;
        elseif free_edge_dist < h_thickness
            z(i, 6) = 36/25*(1 - free_edge_dist/h_thickness)*sig_yzM;
        else
            % Sigma_zz
            if free_edge_dist < h_thickness
                z(i, 5) = 2*(free_edge_dist/h_thickness - 1)*q1(p)*h_thickness*sigma_0;
            elseif free_edge_dist < h_thickness/3
                z(i, 5) = 36/25*(free_edge_dist/h_thickness)^2*sig_yzM;
            elseif free_edge_dist < h_thickness
                z(i, 5) = 36/25*(1 - free_edge_dist/h_thickness)*sig_yzM;
            else
                % Sigma_xx
                if free_edge_dist < h_thickness
                    z(i, 2) = stress_xy_avg(1, p);
                elseif free_edge_dist < h_thickness
                    z(i, 2) = stress_xy_avg(1, p);
                else
                    sig_yzM = -25/14*p1(p) + z(i, 1)/h_thickness*p0(p))*sigma_0;
                    if free_edge_dist < h_thickness/3
                        z(i, 6) = 36/25*(free_edge_dist/h_thickness)^2*sig_yzM;
                    elseif free_edge_dist < h_thickness
                        z(i, 6) = 36/25*(1 - free_edge_dist/h_thickness)*sig_yzM;
                    else
```
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\[
\begin{align*}
z(i,6) &= 0; \quad \text{end} \\
\% \text{Sigma}_{zz} \\
\text{sig}_{zzM} &= (p0(p) \times (1/2) \times (z(i,1)/h_{\text{thickness}})^2 + p1(p) \times z(i,1)/h_{\text{thickness}} + p2(p)) \times R \times \sigma_{0}; \\
\text{if} & \quad \text{free_edge_dist} < h_{\text{thickness}}/3 \\
\text{z}(i,7) &= (5 - 18 \times \text{free_edge_dist}/h_{\text{thickness}}) \times \text{sig}_{zzM}/5; \quad \text{elseif} \\
\text{free_edge_dist} < h_{\text{thickness}} \\
\text{z}(i,7) &= -\text{sig}_{zzM}/5; \quad \text{else} \\
\text{z}(i,7) &= 0; \quad \text{end} \\
\end{align*}
\]

\%---------
% Print out to verify stresses
fprintf(file, '\n\nFREE EDGE STRESSES\n\n');
fprintf(file, 'STRESSES AT Y = \t%8.2f
FROM THE FREE EDGE\n\n');
fprintf(file, '\t Sxx \t Syy \t Sxy \t Sxz \t Syz \t Szz
');
for i = 1:length(z(:,1))
    fprintf(file, '\t %8.5f
');
    for j = 2:(length(z(1,:))-1)
        fprintf(file, '+%9.2f
');
    end
    fprintf(file, '+9.2f
');
end
fprintf(file, '
\n----------------------------------------------------
\n----------------------------------------------------
\n');
% Plot out results to verify stresses
color = 'brg';
shape = '+-x';
figure (3)
for i2 = 1:2
    subplot(1,2,i2)
    for j2 = 2:4
        eval(sprintf('plot(z(:,j+(i2-1)*3),z(:,1),''%s%s-'';',color(j2-1),shape(j2-1))));
    end
end
h1 = xlabel('Stress (psi) at point ');
h2 = ylabel('Distance from mid-point, ''z'' (in)');
switch i2
    case 1
        h3 = legend('\sigma_{xx}', '\sigma_{yy}', '\sigma_{xy}');
h4 = title('In-plane Stresses');
    case 2
        h3 = legend('\sigma_{xz}', '\sigma_{yz}', '\sigma_{zz}');
h4 = title('Interlaminar Stresses');
end
% Format plots
set(gca,'Fontsize',6);
for j2 = 1:3
    eval(['set(h1,num2str(j2),'','Fontsize',',6)];)
end
set(h4,'Fontsize',8);
end
set(gcf,'PaperUnits','inches','PaperPosition',[0 0 10 5]);
print('-dppm', [interlaminar_plot, '_FORCE-SPECIFIC_POINT-', num2str(free_edge_dist), '.png'], '-zbuffer');
close
%---------
% Find interlaminar stresses BETWEEN PLIES
\[
y(:,1) = 0:b/1000:h_{\text{thickness}}*(5/4); \\
\text{for} i2 = 2:\text{length}(h_{\text{global}})-1 \\
\text{h}_{\text{local}} = h_{\text{global}}(i2); \quad \text{p} = (i2-1); \\
\text{for} i = 1:length(y(:,1)) \\
\% \text{Sigma}_{xx}
\]
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\[ y(i,2) = \text{stress}_{xy\_avg}(1,p); \]

\% Sigma_{yy}
if \( y(i,1) < \frac{h\_thickness}{3} \)
   \[ y(i,3) = 9*\sigma_{0}\_p0(p)/7*(y(i,1)/h\_thickness)^2 \]
   \[ -6*y(i,1)/h\_thickness; \]
elseif \( y(i,1) < h\_thickness \)
   \[ y(i,3) = -\sigma_{0}\_p0(p)/7*(2-18*y(i,1)/h\_thickness \]
   \[ + 9*(y(i,1)/h\_thickness)^2); \]
else
   \[ y(i,3) = \sigma_{0}\_p0(p); \]
end

\% Sigma_{xy}
if \( y(i,1) < h\_thickness \)
   \[ y(i,4) = y(i,1)/h\_thickness*(2 - \]
   \[ y(i,1)/h\_thickness)*\sigma_{0}\_q0(p); \]
else
   \[ y(i,4) = \sigma_{0}\_q0(p); \]
end

\% Sigma_{xz}
if \( y(i,1) < h\_thickness \)
   \[ y(i,5) = 2*(y(i,1)/h\_thickness - 1)^\_h\_local*q0(p) + \]
   \[ q1(p)*h\_thickness)*\sigma_{0}; \]
else
   \[ y(i,5) = 0; \]
end

\% Sigma_{yz}
\[ \text{sig}_{yzM} = -25/14*(p1(p) + h\_local/h\_thickness*p0(p))*\sigma_{0}; \]
if \( y(i,1) < \frac{h\_thickness}{3} \)
   \[ y(i,6) = 36/25*\{y(i,1)/h\_thickness - 1\}^\_h\_local*q0(p) + \]
   \[ q1(p)*h\_thickness)*\sigma_{0}; \]
elseif \( y(i,1) < h\_thickness \)
   \[ y(i,6) = 36/25*(1 - y(i,1)/h\_thickness)^\_h\_local; \]
else
   \[ y(i,6) = 0; \]
end

\% Sigma_{zz}
\[ \text{sig}_{zzM} = (p0(p)*(1/2)*(h\_local/h\_thickness)^2 + \]
   \[ p1(p)*h\_local/h\_thickness + p2(p))*R*\sigma_{0}; \]
if \( y(i,1) < \frac{h\_thickness}{3} \)
   \[ y(i,7) = (5 - 18*y(i,1)/h\_thickness)^\_h\_local; \]
elseif \( y(i,1) < h\_thickness \)
   \[ y(i,7) = -\text{sig}_{zzM}; \]
else
   \[ y(i,7) = 0; \]
end

% Print out to verify interlaminate stresses
fprintf(file, '\nINTERLAMINATE STRESSES AT INTERFACE OF PLIES');
fprintf(file, '\t%d	&	%d

', i2-1, i2);
fprintf(file, '   y    	  Sxx    	  Syy     	  Sxy     	  Sxz
     	  Syz     	  Szz
');
for i = 1:length(y(:,1))
   fprintf(file, '%8.5f	', y(i,1));
   for j = 2:(length(y(1,:))-1)
      fprintf(file, '%+9.2f	', y(i,j));
   end
   fprintf(file, '%+9.2f
', y(i,j+1));
end
fprintf(file, '\n');
if i2 < (length(h_global)-1)
   fprintf(file, '\n- - - - - - - - - - - - - - - - - - - - - -
');
   fprintf(file, '- - - - - - - - - - - - - - - - - - - - - -
');
else
   fprintf(file, '\n\n');
   fprintf(file, '------------------------------------------------
');
   fprintf(file, '------------------------------------------------
');
   fprintf(file, '\n');
end

% Plot results to verify interlaminate stresses
figure (1)
for j = 2:7
    subplot(2,3,(j-1))
    plot(y(:,1),y(:,j));
    h1 = xlabel('Distance from free edge (in)');
switch j
  case 2
    h2 = ylabel('$\sigma_{xx}$ (psi)');
  case 3
    h2 = ylabel('$\sigma_{yy}$ (psi)');
  case 4
    h2 = ylabel('$\sigma_{xy}$ (psi)');
  case 5
    h2 = ylabel('$\sigma_{xz}$ (psi)');
  case 6
    h2 = ylabel('$\sigma_{yz}$ (psi)');
  case 7
    h2 = ylabel('$\sigma_{zz}$ (psi)');
end
if j == 3
    h3 = title(['h=' h(i2-1) ' Interface of ' num2str(ply(i2-1)) ' and ' num2str(ply(i2)) ... ' degree plies']);
end
set(gca,'Fontsize',6);
for j2 = 1:2
    eval(['set(h',num2str(j2),',''Fontsize'',6);']);
end
set(h3,'Fontsize',8);
set(gcf,'PaperUnits','inches','PaperPosition',[0 0 5 5]);
print('-dpng', [interlaminar_plot,'_between_plies_' ... num2str(i2-1),'_',num2str(i2),'.png'], '-zbuffer');
close
end

if NM(4) > tol
    free_edge_perform = 'y';
    for i = 1:5
        if NM(i) > tol
            free_edge_perform = 'n';
            break
        end
    end
else
    free_edge_perform = 'n';
end
if free_edge_perform == 'y'

D = width/2;
color = 'brg';
shape = '+-x';
D_star = D^(-1);
M = NM(4);
stress_xy_fixed = zeros(5,length(h));
P = 1;
for i = 1:length(ply) for j = 0:(points_per_ply-1)
    stress_xy_fixed(i,3,p+j) = h(p+j)/b*Q_bar(:,:,i)*D_star*[M;0;0];
end
stress_xy_fixed(4,p+j) = h(p+j); % Keep track of distance, z
stress_xy_fixed(5,p+j) = i; % Save ply number used
end
p = p+points_per_ply;

% Initialize
F = zeros(1,length(stress_xy_fixed(1,:))+1);
G = F;
H = F;

APPENDIX B (continued)
APPENDIX B (continued)

\[
\begin{align*}
\sigma_{xz}\text{\_fixed} &= \text{zeros}(1,\text{length}([\text{stress}\_xy\text{\_fixed}(1,:) ])); \\
\sigma_{yz}\text{\_fixed} &= \sigma_{xz}\text{\_fixed}; \\
\sigma_{zz}\text{\_fixed} &= \sigma_{xz}\text{\_fixed}; \\
\text{for } i = 1:\text{length}([\text{stress}\_xy\text{\_fixed}(1,:) ])) \\
\sigma_{xz}\text{\_fixed}(i) &= -Qx\cdot(Q\_bar(1,:,\text{stress}\_xy\text{\_fixed}(5,i))\cdot
\text{D\_star(:,1)}\cdot((\text{stress}\_xy\text{\_fixed}(4,i)^2-(h\_\text{\_global}(\text{stress}\_xy\text{\_fixed}(5,i)))^2)/2 + F(i); \\
\sigma_{yz}\text{\_fixed}(i) &= (Q\_bar(1,:,\text{stress}\_xy\text{\_fixed}(5,i))\cdot
\text{D\_star(:,1)}\cdot((\text{stress}\_xy\text{\_fixed}(4,i)^2-(h\_\text{\_global}(\text{stress}\_xy\text{\_fixed}(5,i)))^2)/2 + G(i); \\
\sigma_{zz}\text{\_fixed}(i) &= -dQx\_dx\cdot(Q\_bar(1,:,\text{stress}\_xy\text{\_fixed}(5,i))\cdot
\text{D\_star(:,1)}\cdot((\text{stress}\_xy\text{\_fixed}(4,i)^3-(h\_\text{\_global}(\text{stress}\_xy\text{\_fixed}(5,i)))^3)/3 + H(i); \\
\end{align*}
\]

% Update F, G, and H if ply changes
if i > 1
  if stress\_xy\_fixed(5,i) == stress\_xy\_fixed(5,i-1)
    F(i+1) = \sigma_{xz}\text{\_fixed}(i); \\
    G(i+1) = \sigma_{yz}\text{\_fixed}(i); \\
    H(i+1) = \sigma_{zz}\text{\_fixed}(i); \\
  else
    F(i+1) = F(i); \\
    G(i+1) = G(i); \\
    H(i+1) = H(i); \\
  end
else
  F(i+1) = F(i); \\
  G(i+1) = G(i); \\
  H(i+1) = H(i); \\
end

fixed\_end\_stress = [\text{stress}\_xy\text{\_fixed}(4,:),\text{stress}\_xy\text{\_fixed}(5,:),... \\
\text{stress}\_xy\text{\_fixed}(1:3,:),\sigma_{xz}\text{\_fixed},\sigma_{yz}\text{\_fixed},... \\
\sigma_{zz}\text{\_fixed}]; \\
z = [\text{stress}\_xy\text{\_fixed}(4,:),\text{stress}\_xy\text{\_fixed}(1:3,:),\sigma_{xz}\text{\_fixed},... \\
\sigma_{yz}\text{\_fixed},\sigma_{zz}\text{\_fixed}];

\%----------
\% Print out results to verify
fprintf(file, '\nMOMENT INTERLAMINATE STRESSES AT FIXED END\n');
fprintf(file, ' z | t | ply | Sxx | Syy | Sxy | Sxz | Syz | Szz\n');
fprintf(file, ' t | Sxx | Syy | Sxy | Sxz | Syz | Szz\n');
for i = 1:length(fixed\_end\_stress(:,1))
  fprintf(file, '\%8.5f| %d | \%9.2f | \%9.2f | \%9.2f | \%9.2f | \%9.2f\n',
  fixed\_end\_stress(i,1),
  fixed\_end\_stress(i,2),
  fixed\_end\_stress(i,3),
  fixed\_end\_stress(i,4),
  fixed\_end\_stress(i,5),
  fixed\_end\_stress(i,6),
  fixed\_end\_stress(i,7),
); for j = 1:length(fixed\_end\_stress(:,1))
  fprintf(file, '\%9.2f\n',
  fixed\_end\_stress(i,j+1),
); end
end
fprintf(file, '\n\n');
\%----------
\% Plot out results to verify
figure (1)
for i = 1:2
  subplot(i,2,1)
  for j = 1:4
    eval(sprintf('plot([x(j,i-1)*3,z(i,1)],',
    color(j-1)),'
  hold on
  h1 = xlabel('Stress (psi) at point, 'num2str(free\_edge\_dist));
  h2 = ylabel('Distance from mid-point, ''z'' (in'));


switch i
  case 1
    h3 = legend(’\sigma_{xx}’,’\sigma_{yy}’,’\sigma_{xy}’,2);
    h4 = title(’In-plane Stresses’);
  case 2
    h3 = legend(’\sigma_{xz}’,’\sigma_{yz}’,’\sigma_{zz}’,2);
    h4 = title(’Interlaminar Stresses’);
end
% Format plots
set(gca,’Fontsize’,6);
for j2 = 1:3
  eval([’set(h’,num2str(j2),’,’’Fontsize’’,6);’]);
end
set(h4,’Fontsize’,8);
end
set(gcf,’PaperUnits’,’inches’,’PaperPosition’,[0 0 10 5]);
print(’-dpng’, [interlaminar_plot, ’_MOMENT.png’], ’-zbuffer’);
close
end

%--------------------------------------------------------------------------
%--------------------------------------------------------------------------
fclose(file);

function ply_long = ply_format(ply,symm,iteration,repitition)

% function ply_long = ply_format(ply,iteration, repitition,symm)
% % Convert shorthand ply configuration into long format for calculations.
% % Inputs - ply(matrix) - ply configuration in shorthand form
% % (NOTE: All angles are in DEGREES)
% % symm (string) - Put string ’s’ for symmetric configuration, with
% % an even count. Put ’so’ for an odd number of
% % plies. Put ’a’ for asymmetric.
% % (NOTE: Assumed assymmetric if not present.)
% % iteration(matrix) - matrix vector of same length as ply input to
% % specify individual repititions
% % (NOTE: Assumed values of 1 for not present)
% % repitition(interger) - Number of times the configuration itself
% % repeats.
% (NOTE: Assumed values of 1 for not present)
% % Output - ply_long(matrix) - longhand form of ply configuration
% %
%----------------------
% Setup for various input cases
x = nargin;
switch x
  case 1
    symm = ’a’;
    iteration = ones(length(ply),1);
    repitition = 1;
  case 2
    iteration = ones(length(ply),1);
    repitition = 1;
  case 3
    repitition = 1;
end
%----------------------
% Iteration within set
if length(iteration) ~= length(ply)
  error(’Error in ply_format.m Iteration value is not correct length.’)
end
p = 1;
for i = 1:length(ply)
for j = 1:iteration(i)
    ply_long(p) = ply(i);
    p = p+1;
end
end
ply = ply_long;

%----------------------
% Repitition of set
p = 1;
for i = 1:repetition
    for j = 1:length(ply)
        ply_long(p) = ply(j);
        p = p+1;
    end
end
ply = ply_long;

%----------------------
% Symmetry Issue
if symm(1) == 's' || symm(1) == 'S'
    if length(symm) > 1.5 && (symm(2) == 'o' || symm(2) == 'O')
        p = length(ply_long);
        for i = p+1:2*p-1
            ply_long(i) = ply(p-1);
            p = p-1;
        end
    else
        p = length(ply_long);
        for i = p+1:2*p
            ply_long(i) = ply(p);
            p = p-1;
        end
    end
end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
function Q = prop_to_Q(prop)

% function Q = prop_to_Q(prop)
% Takes property values and creates Q matrix.
% Inputs - prop(matrix) - column vector, which mimics the load file in
% load_prop.m
% [E11,E22,nu12,nu21,G12,CTE1,CTE2,
% S1T,S1C,S2T,S2C,S12S,rho]
% Outputs - Q(matrix) - 3x3 matrix to relate stress_12 and strain_12
%
if prop(4) == 0
    prop(4) = prop(2)*prop(3)/prop(1);
end
Q = zeros(3);
Q(1,1) = prop(1)/(1-prop(3)*prop(4));
Q(1,2) = (prop(4)*prop(1))/(1-prop(3)*prop(4));
Q(2,1) = Q(1,2); % Symmetry
Q(2,2) = prop(2)/(1-prop(3)*prop(4));
Q(3,3) = prop(5);

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
function [T,T_hat] = trans(theta)

% function [T,T_hat] = trans(theta)
% Creates transformation matrices based on fiber angle, theta
% Inputs - theta(double) - angle of fiber direction
% (NOTE: Angle is in DEGREES)
\% Outputs - T(matrix) - transformation matrix
\% stress_12 = T\*stress_xy
\% T_hat(matrix) - transformation matrix
\% strain_12 = T_hat\*strain_xy
\n\n\n%\n\n\n\nm = \cos(\theta\pi/180);
n = \sin(\theta\pi/180);
\n--------------
T = \[m^2, n^2, 2*m*n;
    n^2, m^2, -2*m*n;
   -m*n, m*n, m^2-n^2\];
--------------
T_hat = T;
T_hat(1:2,3) = T_hat(1:2,3)/2;
T_hat(3,1:2) = T_hat(3,1:2)*2;

function [u2,f2] = uf_solve(k,u,f,u_binom,f_binom)
% function [u,f] = uf_solve(k,u,f,u_binom,f_binom)
% Solves the system of k*u = f, unknowns within u and r. Returns u and f
% vectors with all quantities to form a complete system.
% Inputs - k(matrix) - Stiffness matrix of system.
% (NOTE: Square matrix)
% u(matrix) - Displacement vector. Can contain all known or some
% unknown variables. Insert 'dummy' number for unknown
% variables. (i.e. u(2) = unknown = 0)
% f(matrix) - Force vector. Can contain all known or some
% unknown variables. Insert 'dummy' number for unknown
% variables. (i.e. f(2) = unknown = 0)
% u_binom(matrix) - Vector of length, u. Each place contains 1 for
% known value of u, and 0 for unknown value.
% f_binom(matrix) - Vector of length, f. Each place contains 1 for
% known value of f, and 0 for unknown value.
% Outputs - u(matrix) - Displacement vector with all known values.
% (NOTE: Column vector)
% f(matrix) - Force vector with all known values.
% (NOTE: Column vector)
%---------------------
% Check inputs
if nargin < 5
    error('Error in uf_solve.m Not enough inputs present.');</end
% Check vector lengths
x = length(u);
y(1) = length(k(:,1));
y(2) = length(k(1,:));
y(3) = length(f);
y(4) = length(u_binom);
y(5) = length(f_binom);
for i = 1:5
    switch y(i)
        case x
            continue
        otherwise
            error('Error in uf_solve.m Input dimensions are not correct.');</end
%---------------------
% Check binomial vectors
for i = 1:length(u_binom)
    if (abs(u_binom(i)) + abs(f_binom(i))) ~= 1
        error('Error in uf_solve.m Binomial vectors not setup appropriately.'
    end
end

%--------------------%--------------------%---------------------
%--------------------%--------------------%---------------------
%---------------------
% - Special cases -
if sum(u_binom) == length(u_binom)  % All u known
    try
        u2 = u;
        f2 = k*u;
    catch
        u2 = u;
        f2 = k*u';
    end
elseif sum(f_binom) == length(f_binom)  % All f known
    try
        u2 = k\f;
        f2 = f;
    catch
        u2 = k\f';
        f2 = f;
    end
else  % Mixed u and f known
    %---------------------
    % - Separate into known and unknown values -
p0 = 1;
p1 = 1;
B_1 = zeros(1,sum(u_binom));
B_0 = zeros(1,(length(u)-length(B_1)));
for i = 1:length(u)
    if u_binom(i) == 0
        B_0(p0) = i;
        p0 = p0 + 1;
    else
        B_1(p1) = i;
        p1 = p1 + 1;
    end
end

%---------------------
% - Break down into sub-matrices -
K_11 = k(B_0,B_0);
K_12 = k(B_0,B_1);
K_21 = k(B_1,B_0);
K_22 = k(B_1,B_1);
U_2 = u(B_1);  % known values
F_1 = f(B_0);  % known values

%---------------------
% - Solve for unknowns -
U_1 = K_11\(F_1 - K_12*U_2);
F_2 = K_21*U_1 + K_22*U_2;

%---------------------
% - Reassemble u and f -
u2 = zeros(1,length(u));
f2 = zeros(1,length(f));
for i = 1:length(F_1)
    u2{B_0(i)} = U_1(i);
    f2{B_0(i)} = F_1(i);
end
for i = 1:length(F_2)
    u2{B_1(i)} = U_2(i);
    f2{B_1(i)} = F_2(i);
end
u2 = u2';
f2 = f2';
end
B.2 Signal Comparison Properties

The following function code was used as a means of identifying the major differences between a baseline signal wave and a current signal wave by comparing the first wave modes.

```matlab
function [time_shift, amp_change] = signal_comparison(baseline, current)

% FUNCTION [time_shift, amp_change] = signal_comparison(baseline, current)
% Determine the differences in amplitude and time of flight for the first
% mode of an ultrasonic wave. Comparison is made between a BASELINE signal
% and CURRENT signal. This is meant for use in tandem with the ACESS
% software by Acellent Technologies. All the actuator-to-sensor paths are
% compared.
% 
% Functions called upon: initial_time.m (Lines 161-256)
%                        max_envelope.m (Lines 261-307)
%                        wave_beats.m   (Lines 312-395)
% (NOTE: These are written below as sub-functions.)
% 
% Input: baseline (string) - name of *.mat file to be loaded and used as
% the baseline signal for comparison
% (OPTIONAL: Can include '.mat' in string)
% current  (string) - name of *.mat file to be loaded and used as
% the current signal for comparison
% (OPTIONAL: Can include '.mat' in string)
% 
% Output: time_shift (vector) - Difference in time-of-flight between the
% two signals' first wave mode. Presented in microseconds.
% amp_change (vector) - Difference in amplitudes between the two
% signals' first wave mode. Presented in volts.
% 
%--------------------------------------------------------------------------
% Default values for breakdown of signals
% timing_ratio = 4; % The first fraction of the wave to be scanned to reduce
% 4 computation time. (i.e. timing_ratio = n, scans first
% 1/n fraction of signal.
% threshold = 10; % Defines the tolerance above and below the zero value to
% be considered a notable change in signal.
% beat_count = 5; % Number of oscillation groups to be considered.
%--------------------------------------------------------------------------
% Use baseline to measure path length
try
    load(baseline); %#ok<*CTCH>
    load([baseline, '.mat']);
catch
    load([baseline, '.mat']);
end
path_count = 0;
while exist(['a', num2str(path_count)]) %#ok<EXIST>
    path_count = path_count+1;
end
path_count = path_count-1;

% Go through an convert all paths definitions
p = 1;
time_shift = zeros(1,path_count);
amp_change = zeros(1,path_count);
for j = 0:path_count
    try
        load(baseline);
        load([baseline, '.mat']);
    catch
        load([baseline, '.mat']);
    end
    act_length = length(a0);
eval(['act_base = double(a', num2str(j) ,');']);
eval(['sen_base = double(s', num2str(j) ,');']);
    try
        load(current);
```
catch
    load([current,'.mat']);
end
eval(['act_sig = double(a',num2str(j),');']);
eval(['sen_sig = double(s',num2str(j),');']);

% Shift raw signals to oscillate around Volts = 0

\[ t = 1:length(act_base); \]
\[ p1 = polyfit(t,act_base',1); \]
\[ act_base = act_base - p1(2); \]
\[ p2 = polyfit(t,sen_base',1); \]
\[ sen_base = sen_base - p2(2); \]
\[ p3 = polyfit(t,act_sig',1); \]
\[ act_sig = act_sig - p3(2); \]
\[ p4 = polyfit(t,sen_sig',1); \]
\[ sen_sig = sen_sig - p4(2); \]

%------------------------------------------------------------------
% Remove initial reverb wave

\[ t0_base = initial_time(act_base,sen_base,threshold,timing_ratio); \]
\[ t0_sig = initial_time(act_sig,sen_sig,threshold,timing_ratio); \]
if t0_sig > t0_base
    t0 = t0_sig;
else
    t0 = t0_base;
end

% Reduce feedback

\[ sen_base = [t(t0:length(t))',sen_base(t0:signal_length)]; \]
\[ sen_sig = [t(t0:length(t))',sen_sig(t0:signal_length)]; \]

%------------------------------------------------------------------
% Create wave envelope of max numbers

\[ base_env = max_envelope(sen_base(:,1),sen_base(:,2)); \]
\[ sig_env = max_envelope(sen_sig(:,1), sen_sig(:,2)); \]

%------------------------------------------------------------------
% Find max point amplitude and time for both base and sig
% (Using threshold_max to start wave beat)

\[ base_beats = wave_beats(base_env(:,1),base_env(:,2),beat_count); \]
\[ sig_beats = wave_beats(sig_env(:,1), sig_env(:,2),beat_count); \]

\[ base_wave = [0,0]; \]
\[ sig_wave = [0,0]; \]
for i2 = 1:length(base_beats(:,1))
    if base_beats(i2,3) > base_wave(2)
        base_wave = base_beats(i2,2:3);
    end
end
for i2 = 1:length(sig_beats(:,1))
    if sig_beats(i2,3) > sig_wave(2)
        sig_wave = sig_beats(i2,2:3);
    end
end

% Ensure the peaks are together
if base_wave(1) < sig_wave(1)
    sig_diff = 100;
    for i2 = 1:length(sig_beats)
        if abs(base_wave(1)-sig_beats(i2,2)) < sig_diff
            sig_wave = sig_beats(i2,2:3);
            sig_diff = abs(base_wave(1)-sig_beats(i2,2));
        end
    end
else
    base_diff = 100;
    for i2 = 1:length(base_beats)
        if abs(sig_wave(1)-base_beats(i2,2)) < base_diff
            base_wave = base_beats(i2,2:3);
            base_diff = abs(sig_wave(1)-base_beats(i2,2));
        end
    end
end

%------------------------------------------------------------------
% Find differences

\[ time_shift(p) = sig_wave(1) - base_wave(1); \]
\[ amp_change(p) = sig_wave(2) - base_wave(2); \]
\[ p = p+1; \]
function y = initial_time(time, act, sen, threshold, timing_ratio)

% FUNCTION y = initial_time(time, act, sen, threshold, timing_ratio)
% Determine the ending time of residual signal from actuator
% Find the start of response wave for detection in surface attached.
% Similar process to functions of ACESS software by Acellent.
% NOTE: Timing for this is based of sample number, NOT the elapsed time for
%       when the sample of recorded.
%
% Input: time (vector) - (OPTIONAL) Time corresponding to both actuator and
%         sensor signals. If it is not present, than sample
%         number is used for time.
%         (matrix of one column)
% act (vector) - Actuator signal from ACESS
%         (matrix of one column)
% sen (vector) - Sensor signal from ACESS
%         (matrix of one column)
% threshold (double) - Signal value for determining end of reverb
%         beat pulse wave
% timing_ratio (double) - Fraction to scan for reverb pulse wave
%         (i.e. use only 1/timing_ratio of signal)
%
% Output: y (double) - Time when cutoff begins, based on input times, t
%
%----------------------------------------------------------------------
% If time variable is not present, shift remaining variables
if nargin < 4.5
    timing_ratio = threshold;
    threshold = sen;
    sen = act;
    act = time;
end
%----------------------------------------------------------------------
% Check inputs for consistent length
if length(act) ~= length(sen)
    error(['Input arrays are not of the same length.'])
end
%----------------------------------------------------------------------
% Zero actuator signal
act_zero = mean(act(t/2:t));
act = act - act_zero;
%----------------------------------------------------------------------
% Find max/mins of actuator signal
if nargin < 4.5
    t = 1:length(act);
else
    t = time;
end
u = act;
%----------------------------------------------------------------------
% Find maximum/minimum values
u_max = zeros(1,2);  % [ u, t ]
peak = [0,0];
for i = 2:(length(t)/timing_ratio)  % <-------- Timing_ratio so that not all
    u_max(i,:) = [u(i), t{i}];
    % actuator signal is scanned
if (abs(u(i)) > abs(u(i-1))) & (abs(u(i)) > abs(u(i+1)))
    peak = [u(i), t{i}];
del eps
end

end
%==========================================================================
%==========================================================================
%
% SUB-FUNCTIONS USED
%
%==========================================================================
%==========================================================================

APPENDIX B (continued)
% Find maximum peak of pulse wave
if u(i) > peak(1)
    peak = [u(i), t(i)];
end
k = k+1;
end

% Find maximum values of reverb (after peak)
p = 1;
for i = 1:length(u_max(:,1))
    if u_max(i,2) >= peak(2)
        u_max_reverb(p,:) = u_max(i,:);
        p = p+1;
    end
end

% Determine end of beat pulse based on threshold value
for i = 1:length(u_max_reverb(:,1))
    if abs(u_max_reverb(i,1)) <= threshold
        t_initial = u_max_reverb(i,2);
        break
    end
end
y = t_initial;

function u_max = max_envelope(t,u,t_step)
% FUNCTION  u_max = max_envelope(t,u,t_step)
% Take signal and convert to wave envelope, based on local max and min
% values.
% Input: t (vector) - Time values
%        u (vector) - Signal value at each time, t
%        t_step (vector) - (OPTIONAL) Time step for uniform output points
%                          on wave envelope
% Output: u_max (matrix) - Matrix of time and signal value on envelope
%        [ time , value on envelope ]
% WARNING: Needs to oscillate around 0 value for maximum efficiency
%
% Check inputs for consistent length
if length(t) ~= length(u)
    error('Input arrays are not of the same length.')
end

% Find maximum/minimum values
u_max = zeros(1,2); % [ t, u ]
k = 1;
for i = 2:(length(t)-1) % Timing_ratio so that not all actuator
    % signal is scanned
    if (abs(u(i)) > abs(u(i-1))) && (abs(u(i)) > abs(u(i+1)))
        u_max(k,:) = [t(i), abs(u(i))]; % NOTE: abs(max/min) to obtain only
        % upper envelope % (no oscillations in signal)
        k = k+1;
    end
end

% Interpolate function along t_step (if input is present)
if nargin > 2.5
    t2 = t(1):t_step:t(length(t));
    u_max2 = interp1(u_max(:,1),u_max(:,2),t2);
    for i = 1:length(t2)
        u_max{i,:} = [t2(i), u_max2(i)];
    end
end
function NN_in = wave_beats(t,u,beat_count,threshold)

% FUNCTION [NN_in, threshold_new] = wave_beats(t,u,threshold,beat_count)
% Recreate the functions of PAC-NDT software for PCI-2 board.
% Input wave signals (t, u) and breaks down into sub detections.
% Input: t (vector) - Time of wave points
%        u (vector) - Signal of wave --> used with raw data from ACESS software
%        beat_count (double) - Number of detections to record before stopping. Output will fill with zeros if insufficient detections
%        threshold (double) - (OPTIONAL) Detection amplitude (in volts) for each wave. Default value is 8.
%                            (see PAC-NDT software for more details)
% Output: NN_in (matrix) - properties (columns) for set number of detections (rows)
% [ time , peak time, amplitude , duration, rise time ]

if length(t) ~= length(u)
    error('Input arrays are not of the same length.')
end

beat = 0;
beat_set = zeros(1,2); % [ t , u ]
k = 1;
NN_in = zeros(beat_count,5); % [ time , amplitude(time,value) , duration, rise time ]
p = 1;
i2 = 1;
peak = zeros(1,2);

while p-1 < beat_count
    switch beat
        case 0 % Initial detection
            if u(i2) > threshold
                beat_set(k,:) = [t(i2), u(i2)];
                k = k+1;
                beat = 1;
            end
        case 1 % During detection
            if u(i2) < threshold
                beat = 2;
            else
                beat_set(k,:) = [t(i2), u(i2)];
                k = k+1;
                if u(i2) > peak(2)
                    peak = [t(i2), u(i2)];
                end
            end
        case 2 % End of detection
            beat = 0;
    end
end

NN_in(p,:) = [beat_set(1,1), peak(1), peak(2), ...
               (beat_set(k-1,1)-beat_set(1,1)), (peak(1)-beat_set(1,1))];
APPENDIX B (continued)

```matlab
p = p+1;

% Reset parameters for next detection
beat_set = zeros(1,2); % [ t , u ]
k = 1;
peak = zeros(1,2);
end

i2 = i2+1;
%------------------------------------------------------------------
% Incase max number is not reached in detections
if i2 > length(u)
    break
end

B.3 Creating a Self-Organizing Map

The following function was used to create a self-organizing map, using the artificial neural network toolbox in MATLAB. This code was used for the initial setup of the ANNs to be used in agents.

```matlab
function SOM_system_create(net_name,training_set,range,SOM_rows,SOM_cols,epoch_count)

% FUNCTION SOM_system_create(net_name,training_set,range,SOM_rows,SOM_cols,epoch_count)
% Creates and trains a self-organizing map (SOM), using Neural Networks Toolbox. The network is saved to a *.mat file of the desired name of the network. Mapping setup is a hexgrid configuration.
% NOTE: Program requires extended time for training.
% Input: net_name (string) - The name of the desired network. Name of *.mat file created. Network name in MATLAB as a 'network' variable.
% training_set (matrix) - Dataset used to train the SOM network. A single input set is taken as each column in the matrix.
% range (matrix) - Each row represents the minimum and maximum values for each input variable. i.e. input variable 1 [ min_1 , max_1 ;
% input variable 2 min_2 , max_2 ;
% input variable n min_n , max_n ];
% SOM_row (scalar) - The number of rows in the Kohonen layer of the SOM neural network.
% SOM_col (scalar) - The number of columns in the Kohonen layer of the SOM neural network.
% epoch_count (scalar) - (OPTIONAL) Number of epochs to use for training. Default value is 1000.
% Files created: 'net_name'.mat - The trained SOM network, ready to be loaded into other programs or functions. (NOTE: net_name (string) is also saved due to limitations of save command)

% Network setup
net = newsom(range,[SOM_rows,SOM_cols]);
if nargin < 5.5
    net.trainParam.epochs = 1000;
else
    net.trainParam.epochs = epoch_count;
end

% Network training
net = train(net,training_set);

% Remove and only save network into *.mat file
clearvars -except net_name net
eval(['net_name', ' = net;']);
clear net
eval(['save ',net_name]);
```
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