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ABSTRACT 

Gage Repeatability & Reproducibility (GRR) Studies have become critical in process 

improvement projects in the manufacturing sectors. There are various methods to conduct 

GRR study. However, the most widely used is the Automotive Industry Action Group 

(AIAG) method, which was standardized after the recognition of the importance of 

measurement systems. In this study, AIAG method and Wheeler’s method are compared, 

with specific interest in the proportions of the estimates of variation. 

An experimental study was designed, with factors being the operators and parts. The 

spectrum analyzer – Quattro, was tested for its adequacy of measurement and to understand 

the variability in the measurement system. In this research, vibration-impact testing was 

performed on Stereolithography (SL) parts and the measured feature was the natural 

frequency. The data was analyzed following the AIAG method and that proposed by 

Wheeler. 

From the results obtained, the Repeatability and Reproducibility were over estimated 

by AIAG method in comparison to Wheeler’s. The Wheeler’s method gave a better 

understanding of the sources of variation. Due to which, the measurement system capability 

could be judged without bias. Also, Wheeler’s method helps in making right decisions about 

the measurement system. Therefore, Wheeler’s method is strongly recommended over the 

AIAG. 
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CHAPTER 1 

INTRODUCTION 

 Measurements are the fundamental elements for improvement of a product or a 

process or any kind of service. Quality being a major concern for any sector, the 

measurement system impacts the decisions to adjust and control a process. The quality of the 

data measured is vital for appropriate understanding, monitoring or improving a process. If 

the data is contaminated with errors, it could lead to wrong decisions. The ability to make 

right decisions depends on the availability of a measurement process, selecting the right 

measurement process and operating the measurement process in the correct manner. Most of 

the quality problems in industries are solved by identifying and correcting inaccurate data and 

inaccurate measurement process.  

  Measurement uncertainty is characterized by accuracy and precision. Accuracy is the 

agreement of measurements with the accepted reference value. Precision is the agreement of 

individual measurements with each other. Precision is the degree of Repeatability and 

Reproducibility. Repeatability is the variability attributed by the gage and Reproducibility is 

the variability attributed by the operators using the gage. Also there are errors due to bias, 

linearity, stability, sensitivity, discrimination, stability and resolution. These characterize the 

uncertainty in a measurement system, but Repeatability and Reproducibility are the major 

contributors. Therefore, Repeatability and Reproducibility quantification is critical for the 

judgment of adequacy of a measurement system. 

In order to reduce the variations in a process, it is necessary to identify the sources  

of variation, quantify them and to have an understanding about the proper operation of the 

gage that is being used for collecting the measurements. In operating a gage, measurement 
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error can be contributed to various sources like within-sample variation, measurement 

method, the gage/instrument used for measurement, operators, temperature, environment and 

other factors. Therefore, it is necessary to conduct a study on measurement system capability. 

This study is termed as Gage Repeatability and Reproducibility (GRR) study or gage 

capability analysis.  

A quality product is a result of an efficient measurement system. The results of the 

GRR study analysis are used for assessing the capability, performance, control, defect 

identification and isolation, for the entire manufacturing process. Therefore, quality 

practitioners felt the importance of GRR study and it was made a part of requirements of 

QS9000 initiated by the Ford Company. In order to set-up an international standard of 

measurement for various manufacturers, Measurement System Analysis had been developed 

accordingly by AIAG. 

In this research, a measurement capability analysis is performed on a Dynamic Signal 

Analyzer or Spectrum Analyzer, which is used for modal testing. The parts selected for the 

study were constructed by Stereolithography (SL) technique, built at three different 

orientations i.e., X, Y and Z. These parts were subjected to vibration-impact testing for 

measuring their natural frequencies. The data was collected, analyzed and compared for the 

variance components, following AIAG standard and Wheeler’s method.  

In the following chapter, literature review describes the errors in measurement system, 

Gage Repeatability and Reproducibility studies, Vibration-impact testing and SL process. In 

chapter 3, the experimental work, results and comparison of methods are presented. Chapter 4 

details the summary and conclusions. 
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CHAPTER 2 

LITERATURE REVIEW 

This chapter describes the previous research work carried out in performing GRR 

study using various methods. Section 2.1 discusses the measurement system and the errors 

associated with it. Detailed description of the GRR studies and evolution of GRR methods 

are presented in section 2.2.Section 2.3 discusses the metrics of measurement error, methods 

of data analysis and interpretation of the results by AIAG (2002) standard. Section 2.4 details 

Wheeler’s method in conducting a GRR study. Section 2.5 discusses theory of vibrations, 

vibration-impact testing and spectrum analyzer. In section 2.6, the SL process and its 

advantages are discussed. 

2.1 Measurement System 

Measurement is defined as “the process of assigning numbers (or values) represent 

quantities”, by Campbell (1938). A measurement system is the collection of instruments or 

gages, standards, operations, methods, fixtures, software, personnel, environment and 

assumptions used to quantify a unit of measure (AIAG, 2002). To improve the quality of a 

product, in any sector, it relies on the quality of data. The data necessarily is used for 

controlling and improving a process. The three possible of uses of data as stated by Knowles 

et.al, 2000 are to characterize products, process or item. 

The quality of the data depends upon two main factors, accuracy and precision. 

Accuracy is defined as the ability to measure the true value correctly, whereas, precision is 

defined as the closeness of the measured readings to each other. From the figure 2.1, the 

bull’s eye of the target is considered to be the true value of the measured characteristic. The 

measured values are represented by plus sign. In top left figure, the measurements are not 
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accurate and imprecise. The figure on top right is an indication of precision but inaccurate 

measurements. The bottom left figure shows measurements which are accurate but imprecise. 

In bottom right figure, the measurements are both accurate and precise. 

 

Figure 2.1. Concepts of Accuracy and Precision (Source: Dawson, 2004) 

In order to evaluate the accuracy of a gage or a measurement system, a standard is required, 

for which the true value of the measured characteristic is known. Precision is a measure of 

the inherent variability in the measurements. Precision gives information about the quality of 

the gage. According to Montgomery (2001), accuracy can be determined with a single 

measurement unlike precision that requires repeated measurements.  

2.1.1 Errors in a Measurement System 

In a group of collected measurements using a gage, there are variations attributed to 

the actual process or the measurement system or both. The measurement system can be 

characterized based on its location and spread (variance) as defied in AIAG, 2002. Location 

error can be categorized by accuracy, bias, stability and linearity. The spread error can be 

categorized as precision, repeatability, and reproducibility. Bias is the difference between the 

average observed value and the reference value of the same characteristic on the same part. 
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The major causes of excessive bias are poor calibration or worn gage, wrong gage for 

application, different measurement methods, parallax and environment. Stability is the 

variation obtained by the measurement system by measuring the same characteristic, on the 

same part over a period of time or it is change in bias over time. Linearity is the change in 

bias with respect to size attributes to linearity. 

The purpose of GRR study as stated by Burdick.R, Borror.C and Montgomery.D 

(2005) is to determine the amount of variability in the collected data that is due to the 

measurement system, isolate the sources of variability in the measurement system, assess 

whether the measurement system is suitable for broader application, and quantify the 

variability in the measurement process attributed by the operators, parts and operators-part 

interaction. 

2.1.2 Ratios in Measurement System 

Precision to Tolerance (P/T)  

 According to Maass (2001), the precision to tolerance ratio is the ratio between 

estimated measurement error and the tolerance of the characteristic being measured and 

equation 2.3 is given by, 

 (2.1) 

Precision to Total Variation (P/TV) 

 This is the ratio between measurement variation and the total variation, which is the 

sum of product variation and measurement variation (AIAG, 1995). Equation 2.4 is given as, 

           (2.2) 
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If the measurement variation is large, the measurement process cannot be monitored, 

therefore, resulting in inadequacy of the measurement system. 

If the measurement variation is large, the measurement process cannot be monitored and 

hence the measurement system is inadequate. 

2.2 Concepts of Gage Repeatability & Reproducibility Study 

 In Statistical Process Control (SPC) program, the goal is continuous improvement 

through reduction of variability in a process. For this, SPC depends on the measurement and 

test data as primary inputs for the assessment of process improvement. To address actual 

process variability, the variation due to the measurement system must be identified and 

separated from that of the process variability (Barrentine, 1991). Therefore, a GRR study is 

carried out in order to address and provide quantitative information about the performance of 

a measurement process.  

 In a measurement system as stated by Barrentine.L (1991) the possible sources of 

variation are the gage (repeatability), the operator (reproducibility) and the variation within 

the sample (part-to-part variation). Repeatability and Reproducibility together are the 

components of “measurement error”. GRR study quantifies the variation relative to the total 

variation in terms of percentage of total variation and relative to specification range or 

percentage of tolerance.  

 The performance of a gage can be evaluated by finding the variation in measurements 

generated with it. The ratio of total measurement variation to part tolerance range is used as 

an index to indicate whether the gauge is in good condition for continued use (Tsai, 1988).  
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2.2.1 Repeatability and Reproducibility 

 The variation observed in measurements, when one operator repeatedly measures the 

same feature(s) on the same part(s) and in same place(s). This is addressed as gage 

repeatability.  Figure 2.2 depicts the probability density function constructed from repeated 

measurements.  

 

Figure 2.2. Repeatability (Source: www.raytheon.com) 

 Whereas, the variation observed in measurements when different operators measure 

the same feature(s) on the same or different parts in the same place(s). This is addressed as 

Reproducibility or operator variation. 

 

Figure 2.3. Reproducibility (Source: www.raytheon.com) 
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Mathematically, Reproducibility is the variability due to average measurements obtained by 

each operator. Figure 2.3 depicts the probability density functions of different operators. 

Though the variabilities are same for individual operators due to the difference in the bias of 

each operator, the total variability of the measurement system is inflated. 

 The total variability in a measurement system is attributed to the variability of the 

product and variability of the gage. And in turn the variability in a gage can be attributed to 

Repeatability and Reproducibility. The statistical property that is commonly used to 

characterize the quality of data is bias and variance. Mathematically they are expressed as in 

equations 2.3 and 2.4 (AIAG, 2002). 

  (2.3) 

     (2.4) 

The objective of GRR study is to determine whether a measurement procedure or 

instrument is adequate for monitoring a process, which is relative to the precision of the gage. 

If the measurement error is small relative to the total variation, then the measurement 

procedure is deemed as adequate. Similarly, if the total variation is small, it implies that the 

process is stable (Vardeman & Valkenburg, 1999). By not considering calibration, linearity 

and stability, does not necessarily mean that they are unimportant, but they are less 

significant in their impact (Mawby, 2006). 

In a GRR study, the number of parts selected should belong to the same process or 

machine. The number of trials to be performed by each operator has to be at least two, which 

provides an estimate of gage error. The more is the number of operators, parts and trials; 

greater is the confidence in the analysis. However, these large numbers involve high costs 

and more time. Hence, tradeoff decisions have to be made in planning the experiment. 
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Some studies are carried out by selecting fewer parts with more measurements and 

others involve few measurements on more number of parts. The latter case has advantages 

over the other, since a gauge might provide less variable results on a standard unit that is near 

the center of the manufacturing specifications than on a product at the extremes of the 

specifications (Montgomery & Runger-I, 1993). Also, the variance of the measurements 

might not be constant. This will not be detected if a narrow range of parts is selected for the 

study. With a new part there is always an opportunity to detect new sources of variation. 

2.2.2 Evolution of methods 

 Based on the research, it is evident that there has been a series of modifications in the 

method followed to conduct a GRR study. According to the research conducted by Knowles 

et.al, 2000, a traditional or a classical gauge R&R study compares the measurement variation 

with the engineering specification that is set against the product being measured. This gives 

the information of the spread of total specification that is consumed by the measurement 

variation. The limitation of this method is that it does not utilize any graphical representation 

of data, which prevents into details of variation. 

 In a modified GRR study, a modification of using total variance instead of total 

spread was made. This method is a slight modification of traditional GRR study, which 

follows same limitations of traditional method and also it uses standard deviation for the 

estimation of sources of variation. 

A GRR study was further modified and enhanced as a design of experiment problem 

(ANOVA method). This method thoroughly addresses and quantifies the sources of variation 

present in a measurement system. The limitation of this technique is that it states the 

statistical insignificance of the factors and a measurement process can still be capable. 
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Therefore, it fails to address the overall capability and the next step to be carried out in order 

make improvements in the measurement system. 

Evaluating the measurement process (EMP) technique is the graphical display of 

average-range, bias and inconsistency controls charts. It is based on measurement process 

stability, predictability, centering and spread. The limitation of this method is that, the 

researchers neglected the operator variation as it was found to be insignificant, where as this 

issue is addressed by other methods. Also, a modified EMP method was developed which 

addressed the operator variation. 

2.3 AIAG standard (AIAG, 2002) 

 According to AIAG, 2002 the metrics of measurement error, methods of data 

analysis, steps followed in conducting the GRR study and the decision criteria for the sources 

of variation are explained in this section. 

2.3.1 Metrics for AIAG method 

In Gage R&R study, one of many ways for the assessment of measurement system is 

by calculating the ratios of measurement variation and part tolerance from the collected data. 

If the measurement variation is reduced, the ratios differentiate between the parts that are out 

of specification, and increase the confidence of accepting or rejecting the parts. Therefore, the 

metrics used are as follows: 

Equipment Variation (EV) 

The variation caused by equipment during replication of the measurements, is 

equipment variation. This is an estimate of repeatability attributed by the gage or equipment 

as given in equation 2.5. 



11 
 

 

  (2.5) 

Where, 

- Average Range 

k1=1/ (Appendix A) 

Appraiser Variation (AV) 

 This is the variation caused by the difference in the measurement by operators. This 

is an estimate or reproducibility attributed by operators as given in equation 2.6. 

 (2.6)
 

Where, 

n - number of measurements 

r - number of trials 

Product Variation 

The variation within a sample gives rise to product variation. This is attributed by 

variations in the process of manufacturing of the parts and calculated as given in equation 

2.7.  

  (2.7) 

Where, 

Rp - Range of part averages 
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d2
* are the values associated with the distribution of the Average Range 

Combined Gage R&R 

The variation due to combined effect of Repeatability and Reproducibility as given in 

equation 2.8. 

 .  (2.8) 

 

Total Variation 

It is an estimate obtained by combining Product Variation with the Repeatability & 

Reproducibility as given in equation 2.9. 

     (2.9)
 
 

After calculating the parameters or the estimates, the percentages of the estimates are 

calculated for the further analysis of data as in equations 2.10, 2.11, 2.12 and 2.13  

 %EV = 100 [EV/TV] (2.10) 

%AV = 100 [AV/TV]      (2.11) 

%GRR = 100 [GRR/TV]     (2.12) 

%PV = 100 [PV/TV]      (2.13) 

The AIAG standardized the method to be followed in order to perform a GRR Study. 

It is an 11-step methodology, which is summarized in the Table 2.2 below. The formulae for 

the calculation of estimates of variation and their proportions are listed. 
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Table 2.1 Steps followed in AIAG method 

Where, 

URL- upper range limit 

d2, D4- values from Factors for Constructing Variables Control Charts (Appendix A) 

d2
* are the values associated with the distribution of the Average Range (Appendix B) 

o- number of operators 

n- number of trials 

p- number of parts 

Ro- Range of operator averages 

Rp- Range of part averages 

ndc- number of distinct categories 
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, , - estimates of equipment variation, appraiser variation and product variation 

respectively 

- estimate of combined Repeatability & Repeatability 

- estimate of total variation 

2.3.2 Data Analysis Methods 

The data measured or recorded for the study can be analyzed by three methods: 

1. Average Range method 

2. Control chart method 

3. Analysis of Variance (ANOVA) method 

Average Range method 

 The number of operators, trials and parts are selected according to the study. Each 

operator obtains the measurements on the parts, as per the number of trials for the study. The 

data is collected in a random order. The range is evaluated at each part and the variation 

between the measurements is estimated by calculating the average range. 

Calculations for average range method are as follows: 

  (2.14) 

     (2.15) 

        (2.16) 
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      (2.17) 

As stated by AIAG, range method is a quick approximation of measurement variation and the 

drawback of this method is that, it does not decompose the variability into Repeatability and 

Reproducibility. 

Control Chart ( -R) method 

 The sample size selected for the study following control chart method should be 

greater than five. The number of operators and trials should be greater than two. The data is 

collected in a data sheet, under normal measurement conditions and in random order. 

Calculations for the averages, ranges and average ranges are performed. This method 

decomposes the gage variability into Repeatability and Reproducibility components. Control 

charts are plotted to check if process is in statistical control. On the range chart, if there are 

no special cases, there is an indication that all the appraisers are doing the job consistently. In 

case of any out of control observations, the measurements are revised and plotted again. It is 

an indication that the appraisers are using different methods to take the readings. On the X-

bar chart, approximately half or more observations are expected to fall outside the control 

limits indicating that the measurement system is adequate to detect part-to-part variation and 

also can be used in analyzing and controlling the process. Depending on these results R&R is 

concluded for further action. Figures 2.4 and 2.5 depict data collection and report sheets of 

GRR Study that is standardized by the AIAG. 
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Figure 2.4. GRR Data Collection Sheet 

 

 

 

 

 

 

 

 

Figure 2.5. GRR Report 
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Analysis of Variance Method 

 The ANOVA method tests the hypotheses of mean biases of the experiment and also 

provides estimates of the variance components attributed to gage and operator. The 

assumptions of ANOVA method involved in this analysis as stated by Tsai (1988) are as 

follows: 

1. The operator, part interaction and gage (error) effects are additive 

2. The operator, part and gage effects are normally distributed with zero mean and 

variances 

3. The gage errors must be independent of the operator, part and interaction effects of 

each other 

The total variation is partitioned into operator, part, interaction between operator and part as 

shown in ANOVA table of Figure 2.6, from a factorial design. In a two-way ANOVA with 

interaction, three hypotheses are tested which are: 

1. Ho: All parts are similar Vs. H1: All parts are not similar 

2. Ho: All operators are equally good Vs. H1: All operators are not equally good 

3. Ho: Interactions between parts and operators are negligible Vs. H1: Interactions 

between parts and operators are not negligible 

The data collected for ANOVA at random and graphical analysis is performed on the 

data. Graphical analyses like normal probability plot, half-normal plot, residual plots and 

interaction plots are generated in order to provide further insight on the data collected. The 

numerical calculations can be done manually, but software is used due to complexity. 
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Figure 2.6. ANOVA Table (Source: Pan,2004) 

Based on the results obtained in the ANOVA table, decisions are made on the 

significance of the sources of variability. The ANOVA method is better over the other 

methods as the experiment can be designed for any kind of gage setting and this method’s 

estimates of variances are accurate and gives information about part and operator interaction 

as stated by Tsai, 1998. 

2.3.3 Interpretation of GRR Study 

From the results obtained for the study, the Repeatability and Reproducibility are 

compared in order to take necessary actions for the improvement of the measurement system. 

There are two cases: 

Case 1: Repeatability > Reproducibility 

1. Gage needs maintenance, redesign, repairs or replacement 

2. Improve clamping or location of the gage 

3. Presence of excessive within-part variation 

Case 2: Reproducibility > Repeatability 

1. Appraisers or operators need better training  

2. Improper calibration of the gage 
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2.3.4 Decision Making Criteria 

In order to make a decision about the measurement system for the GRR study, AIAG 

has set up a criteria index for the practitioners shown in Table 2.2. 

% R&R Criteria 

Error<10% MS is acceptable 

10%-errror-30% MS may be acceptable 

Error>30% MS needs improvement 

 

Table 2.2. Gage R&R Criteria 

The final acceptance of the measurement system should not be confined to a single set of 

indices. The long-term performance of the measurement system should be under continuous 

review using graphical analyses. 
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2.4 Wheeler’s Method (Wheeler, 2009):  

Wheeler (2009) proposed a methodology of 14 steps to perform a GRR Study which is shown 

in Table 2.3. 

 

 

 

 

 

 

 

 

 

 

 

Table 2.3 Steps in Wheeler’s method 

Interpretation of the Results 

Wheeler presented four classes of process monitors to interpret the proportions. This 

was designed as shown in Figure 2.7, based on the ratio of combined R&R and total 

variation, which is 
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σe/σx= √1-ρ                                                             (2.18) 

Where, 

ρ- Intraclass correlation coefficient 

 

Figure 2.7 Four classes of process monitors 

 After the class of process monitor is categorized for the gage, the results are further 

interpreted respective to each class as shown in Figure 2.8. 

 

Figure 2.8 Characterization of measurement system based on class monitor 
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2.5 VIBRATIONS 

 A vibration is a periodic oscillation about an equilibrium or fixed point (Taylor & 

Francis, 1993). The vibration repeats itself for a certain time interval called time period of 

vibration, T and its inverse 1/T is the frequency, f, expressed in units of cycles per second 

(cps) or Hertz (Hz). In order to express periodic motion, harmonic function is the simplest 

type of periodic function. This is represented by a mass suspended from a spring in Figure 

2.9. The mass when displaced from its rest position tends to oscillate up and down. The 

motion is expressed by the equation given by Thomson, 1993 as: 

 x =A sin (ωt) (2.19) 

where,  

x - vibration displacement 

A - amplitude 

 m – mass 

k – spring constant  

ω = circular frequency (radians per second) 

t = time (seconds)  

 

Figure 2.9 Small oscillations of a spring and mass set up (Source: www.hyperphysics.com) 
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2.5.1 Vibrations Analysis 

 The process of vibration analysis is performed by gathering data from the required 

structures, but there are several sources of vibrations (Goldman, 1999). Each source of 

vibration results in the generation of its own curve, which are added and displayed as a 

cumulative profile. These profiles can be represented in time domain and frequency domain. 

Vibration displacement, velocity and acceleration can be specified in time and frequency 

domain. 

Time Domain 

The vibration data, plotted on amplitude vs. time is represented as time domain. Amick 

(1999) defined time domain data as “equivalent representations of physical motion, wherein 

motion is quantified as a set of amplitudes as a function of time”. Either instantaneous 

amplitude or average such as root mean square (rms) is used in time domain. Generally, 

actual time-domain data are referred to as time traces or time plots (Figure 2.10a) where as 

theoretical vibration data are referred as waveforms (Figure 2.10b). 

    

Figure 2.10a. Actual time-domain signature            Figure 2.10b. Theoretical time domain 

waveform (Source: Harris, 1996)     (Source: Harris, 1996) 
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Frequency Domain 

The frequency domain analysis is obtained by converting time domain data using a 

mathematical method called Fast Fourier Transform (FFT). It is a conversion to spectra, 

which are defined by their frequency bandwidth and in regard to vibration. They can be stated 

as narrowband, one-third-octave bandwidth and spectral density. Figure 2.10c illustrates a 

typical frequency-domain data representation.  

 

Figure 2.10c.Typical frequency-domain signature 

(Source: Harris, 1996) 

Both time-domain and frequency-domain data can be obtained in steady state and dynamic 

state for analysis under single-channel or multiple-channel methods. 

2.5.2 Reasons for Vibrations Testing  

 Vibration testing is performed for a number of reasons (McConnell,1995) which are 

as follows engineering development testing, qualification testing, reliability qualification 

testing,production screening tests, machinery condition monitoring. 

In real time, any mechanical structure is subjected to vibrations. These vibrations are 

good in some scenarios where as in most of the cases they have to be reduced and controlled. 
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The unnecessary vibrations in a system tend to cause damage to the system in many ways. It 

might lead to the structure’s wear out, reduced life, damage or failure of the structure. In 

order to avoid these, it is very important to understand the mechanical properties of these 

structures before finalizing their design specifications. Therefore, vibrations are measured in 

a system or structure for determining its dynamic characteristics and mechanical properties of 

the structure. 

2.5.3 Vibration Measurement 

 Vibration testing requires transducers and accelerometers to measure the motion and 

forces. Many different methods have been developed for vibration motion testing like, full 

video schemes, laser beam scanning schemes, optical fibers, magnetic sensors etc. 

(McConnell,1995). Due to high costs and limited use these methods are not used unless 

demanded by certain problems. 

 Generally transducers and accelerometers are made up of piezoelectric sensing type. 

An accelerometer is a device that responds to sinusoidal and transient motions. A force 

transducer is a device that interacts directly with its environment. It is used under three 

different environments as defined by McConnell (1993). In the first environment, the 

transducer is attached to a rigid foundation. In other scenario, the transducer is attached to a 

hammer type device in order to measure impulse loads. The third environment involves 

placing the force transducer between a vibration exciter and structure under test. 

 As structures under operating conditions vary in characteristics continuously, there 

are various methods of vibration excitation. They are as follows (Smith,1989): 

1. Electromagnetic moving coil  

2. Hydraulic vibrators 
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3. Mechanical out-of balance systems 

4. Piezoelectric devices 

5. Magnetostrictive devices 

6. Electromagnetic pull 

7. Air excitation 

8. Impact testing (vibration-impact testing) 

 Some vibration tests involve field measurements while the structure is in its normal 

operating condition, while others involve excitation of the structure by some external setting, 

either in field or laboratory setting. In generic vibration test equipment, motion is measured 

by one transducer system (accelerometer) and the input force is measured by a second 

transducer (force transducer). The electronic signals from these transducers are amplified 

electronically and analyzed. Generally, a spectrum analyzer is used for this purpose. The 

resulting frequency spectra are interpreted and stored using a computer. 

2.5.4 Vibration-impact Testing 

 The most commonly used method of excitation is the use of a hammer or an impactor 

of different sizes. The equipment consists of an impactor, additional heads to extend the force 

level range and frequency level of the test structure. The figure 2.11 depicts the various 

hammer parts. There is a force transducer incorporated in the hammer that detects the 

magnitude of the force applied by the hammer, which is equal and opposite to the force 

experienced by the test structure. The magnitude of the impact is dependent on the mass and 

the velocity of hammer when it strikes the structure. 
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Figure 2.11. Hammer Details (Source: Ewins, 2000) 

The excitation is controlled by the stiffness of the contacting surface. Hence, the 

stiffer the material the shorter will be the duration of the pulse and the higher will be the 

frequency range covered by the impact. Similarly, the lighter the impactor mass, the higher 

the effective frequency range (Amick, 1999). On the contrary, the difficulty in the use of this 

mechanism is the consistency in the application of impact. Also, multiple impacts have to be 

avoided in order to ease the signal processing stage. These impacts, which are experienced by 

the force transducers of the hammers, are amplified and analyzed by a frequency analyzer. 

The figure 2.12 gives the description of the vibration-impact testing system.  

 

Figure 2.12 System configuration of vibration-impact testing (Source: McConnell, 1995) 
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2.5.5 Spectrum Analyzer 

 A spectrum analyzer is an electronic, vibration-monitoring device that converts a time 

waveform of a signal into its frequency components. The invention of spectrum analyzer can 

be traced back to 1965, with the development of a Fast Fourier Transform (FFT) algorithm, 

by Cooley and Tukey (McConnell, 1995). The spectrum analyzer is a high performance 

microprocessor and analog to digital (A/D) voltage converter. The FFT spectrum analyzer 

rapidly calculates the Fourier transform of a signal and simulates the results. The analyzer 

performs several basic processes. Firstly, the analyzer samples a signal over a time period T 

using an A/D converter that samples at a constant rate (Mobley, 1999). Secondly, standard 

periodic Fourier series frequency components are calculated based on the assumption that 

only multiples of fundamental frequencies are present in the signal. The analyzer manipulates 

these frequency components in order to produce various frequency analysis results. An 

analyzer can present frequency analysis in various required and useful formats with 

significant data. 

2.6 Stereolithography  

 Stereolithography process is one of the rapid prototyping techniques, which is used 

for experimental model production (Dornfeld, 1995). SL process generates three-dimensional 

models based on CAD files by successively converting liquid photopolymer resin into several 

thick layers of solid polymer by exposing to ultraviolet light as shown in Figure 2.13. 
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Figure 2.13 SL process (Source: Palm, 2002) 

 SL models are easily size-scaled and quickly produced. Also, some SL polymers have 

mechanical properties well suited for dynamic testing. The use of SL models makes early 

testing and accelerated test development work that can reduce costs and shrink the production 

development cycle. 

 There are several advantages of models generated by the SL process. They are easily 

producible and size scaled, process is generic, the material has properties for mechanical 

testing and the geometry is easily modified for attachments. Therefore, SL models are 

evolving for model testing or direct dynamic testing. 

 Mahn and Bayly (1999) stated that the SL models are used for predicting the natural 

frequencies of prototype parts. In their research, they presented the prediction of natural 

frequencies of aluminum prototypes using impact testing of SL models. Since, impact tests 

can be performed quickly, the SL models were convenient means of validation and iterative 

refinement of Finite Element Analysis (FEA) models. From the results, the SL models proved 

to be valuable for pre- production testing 
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CHAPTER 3 

CASE STUDY 

 This chapter represents a case study involving vibration impact tester. The study is 

aimed at evaluating the gage Repeatability and Reproducibility of the measurement system. 

Two methods were used for performing the Gage R & R study. The same set of data was 

analyzed for quantification of sources of variation in the measurement system by AIAG 

method and Wheeler’s method. The results from these methods were compared and the 

selection of appropriate method is discussed. 

3.1 Spectrum Analyzer- Quattro and Specifications 

The gage consists of Quattro (hardware), which is interfaced to the computer with the 

help of Signal Calc software. Figure 3.1 depicts the model of the gage that was used for 

vibration-impact testing. The Quattro is 4 inputs and 2 outputs, which makes it appropriate 

for modal testing. The hardware specifications are shown in table 3.1. 

 

Figure 3.1 Quattro- Dynamic Signal Analyzer used for this study (Source: dataphysics.com) 
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Quattro- Hardware Specifications  

 The tables 3.1 detail the input specifications and the chassis configuration of the 

spectrum analyzer- Quattro. Based on the type of test, the setting of the gage is decided by 

the tester. 

INPUT       

Amplitude Accuracy: +/-0.020dB at 1kHz for 15degC<T<40degC 

Phase Accuracy: 0.05deg to 0.5deg for DC to 40kHz   

Time Accuracy: 25ppm   

Frequency Accuracy: 25ppm   

Max Frequency: 200kHz   

CHASSIS DETAILS   

Dimensions: 5.6”x 4.0” x 0.9”   

 Operating Temp.: 0 to 55°C   

 

Table 3.1 Quattro Specifications 
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Research Methodology 

The flow chart in figure 3.2 describes the various stages in which the research was carried 

out. 

 

Figure 3.2 Flow Chart showing the research methodology 

3.2 Experimental Design:  

For this study, SL parts were selected for the measurement of natural frequency as the 

characteristic of interest. Nine parts were chosen at random, three of each belonging to three 

different orientations (X, Y and Z directions) of built. Two trained operators, A and B, 

collected the data by performing three trials on each part. Both the operators following the 

same method, using the same equipment, conducted a randomized test. 

3.3 Data Collection:  

Vibration-impact testing was conducted on the SL parts. The SL parts are hung freely 

from a vice using elastomeric bands attached to them. The suspended part is excited, by 
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striking with the hammer in order to obtain a frequency response function. The frequency 

response function is displayed in Figure 3.3 in the form of a rectangular plot, which is 

frequency versus real part and imaginary part. From these plots the readings are noted. This 

modal testing identifies the frequency, damping, stiffness and mode shape and helps in the 

further analysis. For this research only the natural frequency was considered as the 

characteristic to be measured. Both the operators took readings on all the other parts with 

repetition. 

 

Figure 3.3 Output display of frequency plot 

From the experimental set up, the readings obtained consisted of 2-peak frequencies, 

natural frequency and their corresponding magnitude values for each part. Only the natural 

frequency was considered. The measurements were taken in random order in Table 3.2. 
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Table 3.2 Data collected by operators A and B 

3.4  Data Analysis 

The data collected was analyzed by calculating the averages, ranges, average ranges 

and part averages as shown in Table 3.4. X bar and R chart was plotted for further analysis.  

 

 

Table 3.3 Calculated Averages and Ranges for the data 
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Figure 3.4 X-bar chart plotted for Natural Frequency 

 From the X bar chart in Figure 3.4, it is evident that most of the average points lie 

outside the control limits. This indicates that the measurement system is adequate in detecting 

part-to-part variation. 

  

Figure 3.5 Range chart plotted for Natural Frequency 

 From the Range chart in Figure 3.5, all the ranges are within the control limits. This 

indicates that the operators followed the same method and were consistent in taking the 

readings 
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3.5 Results 

 The results were obtained by following AIAG method and Wheeler’s method. 

As mentioned in chapter 2, the steps were followed to calculate the estimates of variation. 

The obtained estimates from AIAG method are listed in Table 3.5 and that from Wheeler’s 

method are listed in Table 3.6. 

 

 

 

 

 

Table 3.4 Results from AIAG method 

 The estimates are in terms of standard deviation, and they are calculated as 

percentages of total variation. These proportions are compared to the decision criteria 

mentioned by AIAG standard in Table 2.1. The Repeatability is 8.17%, which is below 10% 

according to the standard and hence is an acceptable limit for this gage. The measurement 

system’s variability, Repeatability is satisfactory and is adequate in this case. 

 The Reproducibility is 8.15% and below the acceptable limit of 10%. Therefore, this 

variability for the measurement system is satisfactory and adequate. The variability, 

Combined R&R is 11.54%, which is over 10% and in the range of marginal acceptance. It is 

accepted depending on the gage settings, measurement method followed by the operators, 

calibration of the gage etc. 
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 The Product variation is 99.33%, which is the major contributor out of the total 

variation. This is an indication that, the parts have variation among them that arised during 

their manufacture. Since, the parts chosen for this study are manufactured in three different 

orientations, this could be one of the major factors for such high Product variation.  

The main observation that is made in this analysis is that the Combined R&R and Product 

variation do not add up to be 100%. 

The results obtained using Wheeler’s methods are shown in Table 3.5. In this method 

the estimates are calculated using variance. 

 

 

 

 

 

Table 3.5 Results from Wheeler’s method  

 Based on the guidelines of four classes of process monitors presented in Wheeler’s 

method, the further analysis of the gage in this study are as follows: 

The gage is a first class monitor for these natural frequencies. The production signals will be 

attenuated by . The chance of detecting a 3 standard shift is 

more than 99%. The ability to track process improvement is up to Cp80 = 6.24 while a first 

class monitor. 
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3.6 Comparison of Methods 

 The results of AIAG method and Wheeler’s method are summarized in Table 3.6. It is 

very clear that the sources of measurement system are inflated by AIAG method compared to 

Wheeler’s method. The sum of the percent consumed by each factor by AIAG does not equal 

to 100%, violating the basic arithmetic rule. This implies that the values do not interpret the 

correct information about the sources of variation. If these values are based for the adequacy 

of the measurement process, there is a high risk that it is misleading in the decision making. 

In contrast, Wheeler’s method suggested the variance of estimates and the sum of the 

individual proportions are equal to the total variation. 

 

 

 

 

 

 

Table 3.6 AIAG method Vs. Wheeler’s method 

Based on the AIAG results, for this gage the metrics were within the acceptable 

criteria. But there is high risk that if AIAG is adopted for measurement capability studies, it 

could inflate the variations and misguide the practitioner towards unnecessary changes in the 

process. The changes made might lead to added variations in the system. The product 

variation according to AIAG method is 99.43% out of the total variation. Since Repeatability, 
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Reproducibility and Combined R&R are acceptable, the measurement system is acceptable 

and the major contributor is product variation.  

On the other hand, Wheeler’s method clearly indicated the actual proportions of 

variation. These variations are low when compared to the product variation and total 

variation. This implies that we can rely on the measurements made from this experiment. And 

also, that the gauge is adequate and is recommended for further use. However, the product 

variation is the major source of the total variability from this method. From both AIAG and 

Wheeler’s method, product variation is high. The within part variation can be attributed to the 

different orientations of their built and other respective factors.  

3.7 Selection of Appropriate Method 

 From the analysis and results, the Wheeler’s method is selected over the AIAG 

method as it is more appropriate in its interpretation of the sources of variability. Though 

AIAG method underwent many modifications over the past decades, it still holds some 

misleading conclusions. If a practitioner relies on the AIAG method, it might lead to wrong 

decisions regarding the measurement system.  
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CHAPTER 4 

SUMMARY & CONCLUSIONS 

Summary 

 The GRR Study has been instrumental in order to characterize a measurement system. 

The SL parts were subjected to vibration-impact testing to measure their natural frequencies 

using a spectrum analyzer- Quattro. Two operators collected three measurements on each of 

the nine parts.  The data that was collected was analyzed using two different methods, the 

AIAG method and Wheeler’s method. The results obtained from both the methods were 

compared and Wheeler’s method was selected and reported as appropriate. 

Conclusions 

The results form AIAG method and Wheeler’s method were compared and it was 

found that the components of variation as obtained by the AIAG method do not add up to 

give the total variation. In this study the total variation exceeded 100%, which is a violation 

of basic mathematics. This is in agreement with observations made by Wheeler (2009). The 

decisions based on flawed results can lead to inappropriate conclusions, which in turn 

demand unnecessary changes in the measurement system. In contrary, the Wheeler’s method 

obtained a set of results which were appropriate and also gave better understanding of the 

system in further analysis. Wheeler’s method used the traditional method of relativity to 

calculate the variance components. By comparing the AIAG method and Wheeler’s method, 

it can be concluded that the AIAG method resulted in estimates with high values. The 

combined GRR of AIAG method actually attenuates the variation signals from the 

measurement system rather than the production process. From this study, Wheeler’s method 
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is strongly recommended over the AIAG method, as the measures obtained from AIAG are 

inflated, over estimating the measurement error components.  

 Apart from these methods, software is also available to perform the GRR study. But 

the software results cannot be trusted completely as there is always a scope of improper 

estimation of the sources of variation. In order to avoid any further confusion for decision 

making of a measurement system Wheeler’s method is strongly recommended. 

 Future Work 

 The study here was confined to the characterization of the measurement system. The 

study can be extended to perform the measurement capability analysis. Only two factors, 

operators and parts are considered in this research, which can be extended to consideration of 

other factors such as set up, time, number of gages and temperature. 
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APPENDIX A. Factors for Constructing Variables Control Charts- d2 Values 

 

 

 

 



48 
 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

APPENDIX B. Duncan’s table for d2
* Values 

 


